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Preface

Probably, to many of you, this course is the first serious course in physics. Be-

sides all its conceptual subtleties, that even the most experienced physicists are

still struggling with, it also deals with a considerable amount of higher level

mathematics. In this companion, I try to gather in one place the mathematics

that one needs as a tool to be able to do the calculations that she or he would
encounter as we progress in the course. Although, I always enjoy to be math-

ematically rigorous, but in these notes I don’t try and, of course, I don’t have

the knowledge to be abstract in a mathematical sense of word.

Chapter one is a brief review accompanied by some simple examples of com-

plex numbers. Among these are, introducing polar and exponential represen-

tations of a complex number, roots of complex numbers and how to calculate

them, and finally three most well-known complex functions, i.e., exponential,

sine, and cosine functions.

Chapter two covers the important outlines of integral calculus, specially the

method of integration by parts and Gaussian integrals.

Chapter three can be considered as a crash course on Fourier analysis. I

have introduced the trigonometric and complex form of the Fourier series of a

periodic function. I have also tried to present the Fourier transform as a natural

generalization of the Fourier series to the case of non-periodic functions.

In chapter four, I have introduced Dirac delta and step functions in a very

informal way, which of course I think it would be enough for this course. These

functions are ubiquitous in quantum mechanics.

Finally in the last chapter, important classes of ordinary differential equa-

tions of first and second order that are needed in this course and some technical
points about them are investigated. Partial differential equations are also in-

troduced and I have tried to highlight the general aspects of the method of

separation of variables, which is the only method that we are going to need, by

solving a classical textbook example in full detail.
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I would also like to mention that, in my opinion the Griffiths’ book on

quantum mechanics is one of the best books on the subject. Try to read the

text and solve its problems as much as you can. It provides you the opportunity

of exploring some aspects of quantum mechanics on your own. If you are going

to choose physics as your future career, it would be hard to overestimate the

importance of quantum mechanics. Trust me, the time you put on it will worth.

Good Luck!
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Chapter 1

Complex Algebra

In this section I recall some important properties of complex numbers, their

polar and exponential representations, some points about how to find roots of

a complex number, and finally I will include a little about the complex expo-

nential, sine and cosine functions.

1.1 Complex Numbers

I start by defining a complex number and investigate some of the algebraic

properties of this system of numbers.

Definition 1.1. A complex number z is a number that can be written as z =

x + iy where x and y are real numbers and i is a symbol with the property

i2 = −1.

x is called the real part of z and it is denoted by Re(z) and y is called the

imaginary part of z and it is denoted by Im(z).

If Re(z) = 0, z is said to be a pure imaginary complex number.

Example 1.1. 2 + 3i, 1
2 −
√

2i, and −5i are examples of complex numbers. The

last one is a pure imaginary number.

Note 1.1. Since any complex number is associated with two real numbers, a

complex number z = x + iy can be represented by the point (x, y) in the xOy

plane or a vector whose starting point is the origin and its end point is the point

corresponding to (x, y). This is shown in Figure 1. In this case x axis is called

the real axis and the y axis is called the imaginary one. In this context, the

complex number z and the point z are used interchangeably.

1



CHAPTER 1. COMPLEX ALGEBRA 2
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O

Figure 1.1: Complex Plane

Definition 1.2. A complex number whose real and imaginary parts are both

zero, is called the additive identity and it is denoted simply by 0.

Definition 1.3. Two complex numbers are said to be equal if their real and

imaginary parts are correspondingly equal.

Definition 1.4. Let z1 = x1 + iy1 and z2 = x2 + iy2 be two complex numbers.

Their sum, z1 + z2, their difference, z1− z2, and their product, z1z2, are defined

as follows,

z1 + z2 = (x1 + x2) + i(y1 + y2)

z1 − z2 = (x1 − x2) + i(y1 − y2)

z1z2 = (x1x2 − y1y2) + i(x1y2 + x2y1). (1.1)

Theorem 1.1. Let z1, z2, and z3 be complex numbers. Then,

1. z1 + z2 = z2 + z1,

2. z1z2 = z2z1,

3. z1 + (z2 + z3) = (z1 + z2) + z3,

4. z1(z2z3) = (z1z2)z3,

5. z1(z2 ± z3) = z1z2 ± z1z3.

Definition 1.5. Let z be a non-zero complex number. Its reciprocal is denoted

by 1
z and it is defined to be the complex number such that z · 1z = 1.

Theorem 1.2. Let z = x+ iy be a non-zero complex number. Then

1

z
=

x

x2 + y2
+ i

−y
x2 + y2

· (1.2)
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Definition 1.6. Let z1 and z2 be two complex numbers and z2 6= 0. The

division of z1 by z2 is denoted by z1
z2

and it is defined as follows

z1
z2

= z1 ·
1

z2
· (1.3)

Example 1.2. Simplify the following expression and re-write it in the form of

x+ iy.

5 + 5i

3− 4i
+

20

4 + 3i

Solution. Invoking the Definition 1.6 and the Theorem 1.2, one can write

5 + 5i

3− 4i
+

20

4 + 3i
= (5 + 5i) · 1

3− 4i
+ 20 · 1

4 + 3i

= (5 + 5i) ·
(

3

32 + (−4)2
+ i

−(−4)

32 + (−4)2

)
+ 20 ·

(
4

42 + 32
+ i

−3

42 + 32

)
= 5(1 + i) · 1

25
(3 + 4i) + 20 · 1

25
(4− 3i) =

1

5
(3 + 4i + 3i + 4i2) +

4

5
(4− 3i)

=
1

5
(−1 + 7i + 16− 12i) = 3− i.

3

Definition 1.7. Let z = x+ iy be a complex number. Its conjugate is denoted

by z∗ and it is defined as z∗ = x− iy.

Theorem 1.3. Let z be a complex number. Then,

1. (z∗)
∗

= z,

2. z + z∗ = 2 Re(z),

3. z − z∗ = 2i Im(z).

Theorem 1.4. Let z1 and z2 be two complex numbers. Then,

1. (z1 ± z2)∗ = z∗1 ± z∗2 ,

2. (z1z2)∗ = z∗1z
∗
2 ,

3.
(
z1
z2

)∗
=

z∗1
z∗2
.
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Definition 1.8. Let z = x + iy be a complex number. Its modulus is denoted

by |z| and it is defined by |z|=
√
x2 + y2.

Theorem 1.5. Let z be a complex number. Then,

1. |z∗|= |z|,

2. zz∗ = |z|2,

3. |z|≤ |Re(z)|+|Im(z)|.

Theorem 1.6. Let z1 and z2 be two complex numbers. Then

1. |z1z2|= |z1||z2|,

2.
∣∣∣ z1z2 ∣∣∣ = |z1|

|z2| , (z2 6= 0)

3. ||z1|−|z2|| ≤ |z1 ± z2|≤ |z1|+|z2|.

Definition 1.9. Let z = x + iy be a non-zero complex number. Its principal

argument is denoted by Arg(z) and it is defined to be the unique properly

chosen§ angle θ in the interval (−π, π] which the vector associated with z makes

with the positive part of the real axis.

Example 1.3. Determine the principal argument of the complex numbers

z1 = 1 + i and z2 = −2
1−i
√
3
.

Solution. Drawing z1 in the complex plane, it is easily seen that Arg(z1) = π
4 .

For z2, one first needs to re-write z2 as x + iy. This would be easier to do if

one multiplies both the numerator and the denominator of z2 by the complex

conjugate of the denominator as follows

z2 =
−2

1− i
√

3
× 1 + i

√
3

1 + i
√

3

=
−2(1 + i

√
3)

12 +
√

3
2

= −1

2
− i

√
3

2
·

§consistent with the region of the complex plane in which the point lies.
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Since both real and imaginary parts of z2 are negative, it resides in the third

quadrant of the complex plane and a rough drawing of the vector corresponding

to z2 shows that it makes an angle of π
3 radians with the negative part of the

real axis. Therefore, from Definition 1.9,

Arg z2 = −π +
π

3

= −2π

3
·

3

1.2 Polar Representation of Complex Numbers

In this section I introduce another representation for a complex number. Con-

sider a non-zero complex number z = x+ iy and let r be its modulus and θ be

its principal argument. From Figure 1.1, it is easy to see that x = r cos θ and

y = r sin θ. Therefore,

z = r(cos θ + i sin θ). (1.4)

Equation (1.4) is called the polar representation of z.

Example 1.4. Consider the complex number z = i(1 − i
√

3)(
√

3 + i) and de-

termine its polar representation.

Solution. It would be easier if one first expands z and simplify it. Using i2 = −1,

one can write

z = i(
√

3 + i− 3i +
√

3)

= i(2
√

3− 2i)

= 2 + 2
√

3i,

so |z|= 4 and Arg(z) = π
3 . Thus, the polar representation of z is

z = 4
(

cos
π

3
+ i sin

π

3

)
.

3

Theorem 1.7. (De Moivre’s Theorem) For any integer number n,

(cos θ + i sin θ)n = cosnθ + i sinnθ. (1.5)
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Example 1.5. Using De Moivre’s theorem, simplify (1 + i)100.

Solution. Since |1+i|=
√

2 and Arg(1+i) = π
4 , the polar representation of 1+i

is

1 + i =
√

2
(

cos
π

4
+ i sin

π

4

)
,

and therefore,

(1 + i)100 =
[√

2
(

cos
π

4
+ i sin

π

4

)]100
= 250

(
cos

100π

4
+ i sin

100π

4

)
= 250( cos(25π)︸ ︷︷ ︸

−1

+i sin(25π)︸ ︷︷ ︸
0

)

= −250.

De Moivre’s theorem is invoked in the second equality above. 3

Example 1.6. Using De Moivre’s theorem and Newton’s binomial expansion,

write sin 3θ and cos 3θ in terms of sin θ and cos θ, respectively.

Solution. From the following Newton’s binomial expansion

(a+ b)3 = a3 + 3a2b+ 3ab2 + b3,

one gets

(cos θ + i sin θ)3 = cos3 θ + 3(cos2 θ)(i sin θ) + 3(cos θ)(i sin θ)2 + (i sin θ)3

= (cos3 θ − 3 cos θ sin2 θ) + i(3 cos2 θ sin θ − sin3 θ),

(1.6)

where i2 = −1 and i3 = −i have been employed.

On the other hand, by the De Moivre’s theorem,

(cos θ + i sin θ)3 = cos 3θ + i sin 3θ. (1.7)

Hence by comparing Equations (1.6) and (1.7), one concludes that

cos 3θ + i sin 3θ = (cos3 θ − 3 cos θ sin2 θ) + i(3 cos2 θ sin θ − sin3 θ),
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which, using Definition 1.3, gives rise to the following identities for cos 3θ and

sin 3θ,

cos 3θ = cos3 θ − 3 cos θ sin2 θ

sin 3θ = 3 cos2 θ sin θ − sin3 θ.

Of course, using sin2 θ + cos2 θ = 1, these equations can be re-written in the

following forms

cos 3θ = 4 cos3 θ − 3 cos θ (1.8)

sin 3θ = 3 sin θ − 4 sin3 θ. (1.9)

3

1.3 nth Roots of a Complex Number

First, the definition of an nth root of a complex number.

Definition 1.10. Let n ≥ 2 be an integer and z be a complex number. A

complex number w is said to be an nth root of z if wn = z.

Theorem 1.8. Let z be a complex number of modulus r with principal argument

θ and let n ≥ 2 be an integer. There are only n distinct n-th roots wk of z which

can be determined by the following equation,

wk = n
√
r

(
cos

θ + 2kπ

n
+ i sin

θ + 2kπ

n

)
, k = 0, 1, . . . , n− 1. (1.10)

Definition 1.11. w0, that is the nth root corresponding to k = 0 in Equation

(1.10), is said to be the principal nth root of z.

Note 1.2. Let z be a complex number and n ≥ 2 be an integer. The notation

z
1
n refers to the set of all distinct nth roots of z but n

√
z denotes the principal

value of the nth root of z§.

Example 1.7. Determine
√

1 +
√

i.

Solution. Since |i|= 1 and Arg(i) = π
2 , from Equation (1.10) the principal sec-

ond root of i is

√
i =
√

1

(
cos

π
2 + 0

2
+ i sin

π
2 + 0

2

)
§Of course this is not a universal convention.
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= cos
π

4
+ i sin

π

4

=
1√
2

+ i
1√
2
·

Thus,

1 +
√

i =

(
1 +

1√
2

)
+ i

1√
2
,

and therefore,

|1 +
√

i| =

√(
1 +

1√
2

)2

+

(
1√
2

)2

=

√
2 +
√

2,

and

Arg(1 +
√

i) = tan−1
1√
2

1 + 1√
2

= tan−1
1√

2 + 1

= tan−1(
√

2− 1)·

Hence, the principal second root of 1 +
√

i is

√
1 +
√

i =

√√
2 +
√

2

[
cos

(
tan−1(

√
2− 1)

2

)
+ i sin

(
tan−1(

√
2− 1)

2

)]

=
4

√
2 +
√

2

[
cos

(
tan−1(

√
2− 1)

2

)
+ i sin

(
tan−1(

√
2− 1)

2

)]
.

(1.11)

Of course, if you are interested in trigonometry, you can carry on as follows.

Assume that tan−1(
√

2 − 1) = θ, so tan θ =
√

2 − 1 and since
√

2 − 1 is

positive, 0 < θ < π
2 . Using the trigonometric identity

1 + tan2 θ =
1

cos2 θ
,

one can readily see that

cos θ =
1√

4− 2
√

2
,
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or after a little simple algebra

cos θ =
1

2

√
2 +
√

2· (1.12)

Now using Equation (1.12) in the following identities,

cos2
θ

2
=

1 + cos θ

2

sin2 θ

2
=

1− cos θ

2
,

on gets

cos
θ

2
=

√
1

2
+

1

4

√
2 +
√

2 (1.13)

sin
θ

2
=

√
1

2
− 1

4

√
2 +
√

2. (1.14)

Eventually, plugging these back into Equation (1.11), we get√
1 +
√

i =
4

√
2 +
√

2

(√
1

2
+

1

4

√
2 +
√

2 + i

√
1

2
− 1

4

√
2 +
√

2

)
.

3

Theorem 1.9. Let z be a complex number and n ≥ 2 be an integer. Then

1.
(
z

1
n

)∗
= (z∗)

1
n

2. ( n
√
z)∗ = n

√
z∗

Note 1.3. One should note that the second part of Theorem 1.9 is not an

especial case of the first part. Actually, the equality in the first part is the equality

between two sets of complex numbers, each of which have n distinct elements,

whereas the second equality is between to specific complex numbers. ( n
√
z)∗ is

the conjugate of the principal nth root of z and n
√
z∗ is the principal nth root of

z∗. The second part asserts the equality of these two complex numbers.

1.4 Elementary Complex Functions

In this section the exponential, sine, and cosine functions are introduced.
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1.4.1 Complex Exponential Function

Definition 1.12. Let z = x+ iy. The complex exponential function is denoted

by ez and it is defined by

ez = ex(cos y + i sin y). (1.15)

Corollary 1.1. Let θ be a real number. In Equation (1.15), taking x to be zero

and y to be θ, one ends up with the following result,

eiθ = cos θ + i sin θ. (1.16)

Therefore, a complex number z whose polar representation is z = r(cos θ + i sin θ),

can also be written as

z = r eiθ, (1.17)

which is called the exponential representation of the complex number z. In this

representation, Equation (1.10) takes the following form,

wk = n
√
r ei

θ+2kπ
n , k = 0, 1, 2, . . . , n− 1. (1.18)

Note 1.4. One should note that ez on the left hand side and ex on the right

hand side of Equation (1.15) have different meanings. Since x is real, ex is

exactly the real exponential function which is, a priori, defined in calculus. Of

course, the same is true for sin y and cos y, since y is also real. But ez is a

new concept that is defined in Definition 1.12 which allows us to manipulate

the exponential function when the exponent is a complex number. Apparently,

if z is a pure real number, i.e. y = 0, ez and ex coincide, as it is expected of a

consistent theory.

Example 1.8. By calculating e2+iπ, show that in contrast to its real counter-

part, the complex exponential function may take on negative values.

Solution. By Definition 1.12,

e2+iπ = e2(cosπ + i sinπ)

= e2(−1 + i× 0)

= −e2,

which is a negative number. 3
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Theorem 1.10. Let z = x+ iy be a complex number. Then

1. |ez|= ex,

2. (ez)∗ = ez
∗
.

Theorem 1.11. For any complex numbers z and w,

ezew = ez+w, (1.19)

and as a special case,

e−z =
1

ez
· (1.20)

Theorem 1.12. Let z and w be two complex numbers. Then ez = ew if and

only if z − w = 2nπi for some integer n.

Definition 1.13. In quantum mechanics context, an expression eiθ, where θ is

real, is called a phase.

Note 1.5. From Theorem 1.10, one can see that the modulus of any phase is

equal to 1. But one should note that |eiz| where z is a complex number is not

necessarily equal to one. Actually, if z = x+ iy,

|eiz| = |ei(x+iy)|

= |e−y+ix|

= e−y

= e− Im(z).

1.4.2 Complex Sine and Cosine Functions

Definition 1.14. The complex sine and cosine functions are denote by sin z

and cos z, respectively, and are defined as follows,

sin z =
eiz − e−iz

2i
,

cos z =
eiz + e−iz

2
· (1.21)

Note 1.6. Other trigonometric complex functions are defined the same as their

real counterparts, for example

tan z =
sin z

cos z
, cot z =

cos z

sin z
· (1.22)



Chapter 2

Integration

In this section I have gathered together important points about different aspects

of integration that we face during the course. These include the integral of

odd and even functions, differentiation of a definite integral, the method of

integration by parts, and a brief review of Gaussian integrals.

2.1 Fundamentals

I start with the fundamental theorem of calculus for definite integrals§.

Theorem 2.1. Let f be a continuous function on the interval [a, b] and let F

be an anti-derivative¶of f . Then

∫ b

a

f(x) dx = F (b)− F (a). (2.1)

Note 2.1. If a = −∞ then F (a) should be interpreted as limx→−∞ F (x) and if

b = +∞ then F (b) should be interpreted as limx→+∞ F (x).

Example 2.1. Determine the value of
∫ 3

−1 x
3 dx.

Solution. First we need to determine an anti-derivative of the function f(x) = x3.

That is, we need to determine the indefinite integral
∫
x3 dx which, using the

§Integrals with lower and upper limits.
¶F is said to be an anti-derivative of f on an interval I, if for any x in I, F ′(x) = f(x).

12
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following formula§, ∫
xn dx =

xn+1

n+ 1
, (n 6= −1),

is equal to F (x) := x4

4 . Thus, from Theorem 2.1,∫ 3

−1
x3 dx = F (3)− F (−1)

=
34

4
− (−1)4

4

= 20.

3

Note 2.2. The integration variable in a definite integral is a dummy variable,

i.e., changing it to another variable does not affect the result. For instance, in

Example 2.1 the value of
∫ 3

−1 t
3 dt is also 20.

Example 2.2. Let a be a positive real number. Determine
∫ +∞
0

e−ax dx.

Solution. Using the formula, ∫
eαx dx =

1

α
eαx,

Theorem 2.1 and Note 2.1, one gets∫ +∞

0

e−ax dx =

[
lim

x→+∞

(
1

−a
e−ax

)]
− 1

−a
e0x

= 0 +
1

a

=
1

a
·

Note that, since a is positive, limx→+∞ e−ax = 0. 3

Example 2.3. Let a be a positive real number. Compute
∫ +∞
0

re−ar
2

dr.

Solution. First, I calculate the indefinite integral
∫
re−ar

2

dr by the following

substitution to a new variable R,

r2 = R.
§Suppressing the constant of integration which, when calculating the definite integrals,

does not affect the result.
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Differentiating both sides, yields

2r dr = dR,

or

r dr =
1

2
dR.

On the other hand, since the integration interval of r is (0,+∞), and R = r2,

the integration interval of R is also (0,+∞) and therefore,∫ +∞

0

re−ar
2

dr =

∫ +∞

0

e−ar
2

r dr︸︷︷︸
1
2 dR

=
1

2

∫ +∞

0

e−aR dR

=
1

2a
·

In the last step, I used Note 2.2 and the result of Example 2.2. 3

Definition 2.1. If a > b, then

∫ b

a

f(x) dx := −
∫ a

b

f(x) dx. (2.2)

Corollary 2.1. An immediate consequence of Definition 2.1 is that∫ a

a

f(x) dx = 0. (2.3)

Theorem 2.2. (Linearity of the Definite Integrals) Let f and g be two contin-

uous functions on the interval [a, b] and let α and β be two constants§. Then

∫ b

a

[αf(x) + βg(x)] dx = α

∫ b

a

f(x) dx+ β

∫ b

a

g(x) dx. (2.4)

Theorem 2.3. (Decomposition of the Definite Integral) Let f be a continuous

function on the interval [a, b] and let c be between a and b. Then

∫ b

a

f(x) dx =

∫ c

a

f(x) dx+

∫ b

c

f(x) dx. (2.5)

§i.e., independent of x.
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Note 2.3. Theorems 2.2 and 2.3 are also valid if a = −∞ and/or b = +∞.

Note 2.4. By Definition 2.1, one can easily show that Theorem 2.3 is also valid

even if c is not between a and b.

Theorem 2.4. Let f be a continuous function on the whole real line. Then,

∫ b

a

f(x) dx =

∫ b±c

a±c
f(x∓ c) dx, (2.6)

for any real numbers a, b, and c.

Proof. Let X = x∓ c, so dX = dx and, since x ∈ (a± c, b± c), X ∈ (a, b). But,

since X is a dummy variable, one can change X to any other variable, including

x itself. This shows that the right hand side of Equation (2.6) is equal to its

left hand side. �

Definition 2.2. Let f be a function of domain Df such that for every x in Df ,

−x is also in Df . Then,

1. f is said to be an odd function, if for all x in Df , f(−x) = −f(x).

2. f is said to be an even function, if for all x in Df , f(−x) = f(x).

Example 2.4. Based on the Definition 2.2, it is readily seen that f(x) = sinx

is an odd function, g(x) = x3 sinx is an even function, but h(x) = x2 + x3 is

neither an odd function nor an even one.

Theorem 2.5. Let f be an odd and g be an even function on the interval [−a, a].

Then ∫ a

−a
f(x) dx = 0, (2.7)

and ∫ a

−a
g(x) dx = 2

∫ a

0

g(x) dx. (2.8)

Note 2.5. Theorem 2.5 is also valid if a =∞.

Example 2.5. Compute the following definite integral,

∫ +∞

−∞
(x3 + x5)e−

1
2x

2

dx.
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Solution. Let f(x) = (x3 + x5)e−
1
2x

2

. The domain of f is R and so for every x

in the domain, −x is also in the domain. Moreover,

f(−x) =
[
(−x)3 + (−x)5

]
e−

1
2 (−x)

2

= −(x3 + x5)e−
1
2x

2

= −f(x)·

Hence, f is an odd function and thus, by Note 2.5 and Theorem 2.5, this integral

vanishes. 3

Example 2.6. Using Theorem 2.1, show that
∫ 3

0
(x2t3 + 2xt) dx is a function

of t and determine its derivative at t = 1.

Solution. dx indicates that the integration variable is x, so the other variable

t can be treated as a constant. By linearity of the definite integrals, one can

write ∫ 3

0

(x2t3 + 2xt) dx = t3
∫ 3

0

x2 dx+ 2t

∫ 3

0

xdx

= t3
(
x3

3

) ∣∣∣3
0

+ 2t

(
x2

2

) ∣∣∣3
0

= 9t3 + 9t.

As is clear from the above calculations, the given integral is a function of t.

Thus,

d

dt

∫ 3

0

(x2t3 + 2xt) dx

∣∣∣∣∣
t=1

=
d

dt
(9t3 + 9t)

∣∣∣
t=1

= (27t2 + 9)|t=1

= 36.

3

Note 2.6. As Example 2.6 motivates,
∫ b
a
f(x, t) dx is a function of t and The-

orem 2.6 provides a formula to determine its derivative without first calculating

the integral.
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Theorem 2.6. Let f(x, t) be a “well-behaved”§function. Then

d

dt

∫ b

a

f(x, t) dx =

∫ b

a

∂f

∂t
(x, t) dx. (2.9)

Note 2.7. Theorem 2.6 is also valid if a = −∞ and/or b = +∞.

Corollary 2.2. The above theorem can easily be generalized for higher order

derivatives as

dn

dtn

∫ b

a

f(x, t) dx =

∫ b

a

∂nf

∂tn
(x, t) dx. (2.10)

Example 2.7. Solve the second part of Example 2.6 again, but this time make

use of Theorem 2.6.

Solution. By Theorem 2.6,

d

dt

∫ 3

0

(x2t3 + 2xt) dx

∣∣∣∣∣
t=1

=

∫ 3

0

∂

∂t
(x2t3 + 2xt) dx

∣∣∣∣∣
t=1

=

∫ 3

0

(3t2x2 + 2x) dx

∣∣∣∣∣
t=1

=

∫ 3

0

[3(1)2x2 + 2x] dx

= 3

∫ 3

0

x2 dx+ 2

∫ 3

0

xdx

= 3× 9 + 2× 9

2

= 36.

3

Theorem 2.7. Let a be a positive real number and n be a non-negative integer.

Then, ∫ +∞

0

xne−ax dx =
n!

an+1
· (2.11)

§By “well-behaved” I mean a set of abstract mathematical conditions on f(x, t), like
continuity and existence of some integrals and derivatives, . . . , which is always assumed to be
valid in physical problems. Therefore, I do not bother you by mentioning them explicitly.
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Proof. In Example 2.2, we saw that∫ +∞

0

e−ax dx =
1

a
,

so

dn

dan

∫ +∞

0

e−ax dx =
dn

dan

(
1

a

)
· (2.12)

By Corollary 2.2,

dn

dan

∫ +∞

0

e−ax dx =

∫ +∞

0

∂n

∂an
(
e−ax

)
dx

=

∫ +∞

0

(−x)ne−ax dx

= (−1)n
∫ +∞

0

xne−ax dx. (2.13)

On the other hand,

dn

dan

(
1

a

)
=

dn

dan
(a−1)

=
dn−1

dan−1
(−1× a−2)

=
dn−2

dan−2
(−1×−2× a−3)

= · · ·

= −1×−2×−3× · · · × −n× a−1−n

= (−1)n n! a−(n+1)

= (−1)n
n!

an+1
· (2.14)

Plugging Equations (2.13) and (2.14) back into Equation (2.12) proves the the-

orem. �

Note 2.8. If a ≤ 0, then the integral given in Theorem 2.7 diverges.

Example 2.8. Determine the value of the following integral

J =

∫ +∞

0

x7e−2x
2

dx.
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Solution. J can be re-written as

J =

∫ +∞

0

(x2)3e−2x
2

(xdx),

which by introducing the new variable X = x2 can be transformed into

J =

∫ +∞

0

X3e−2X
(

1

2
dX

)

=
1

2

∫ +∞

0

X3e−2X dX

=
1

2
· 3!

24

=
3

16
·

In the last step, I used Theorem 2.7 for n = 3 and a = 2. 3

2.2 The Method of Integration by Parts

Integration by parts is one of the powerful methods for calculating definite and

indefinite integrals.

Theorem 2.8. Let f , g, f ′, and g′ be continuous on the interval [a, b]. Then,

∫ b

a

f(x)g′(x) dx = f(x)g(x)|ba −
∫ b

a

f ′(x)g(x) dx. (2.15)

Note 2.9. Theorem 2.8 is also valid if a = −∞ and/or b = +∞. Of course,

in this case the first term in Equation (2.15), which is called a boundary term,

should be determined by calculating the appropriate limits.

Example 2.9. Determine the value of J =
∫ π
0
x sinxdx.

Solution. Since (cosx)′ = − sinx, J can be written as

J =

∫ π

0

x(− cosx)′ dx.

So taking f(x) = x and g(x) = − cosx in Equation (2.15) yields,

J = x(− cosx)|π0 −
∫ π

0

(x)′(− cosx) dx
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= [π(− cosπ)− 0(− cos 0)] +

∫ π

0

cosxdx

= π + sinx|π0

= π.

3

Example 2.10. Compute the value of J =
∫ e

1
lnx dx.

Solution. J can be written as

J =

∫ e

1

lnx (x)′ dx.

Thus, plugging f(x) = lnx and g(x) = x in Equation (2.15) and noting that

(lnx)′ = 1
x , gives

J = (lnx)x|e1 −
∫ e

1

(lnx)′ xdx

= [(ln e)e− (ln 1)1]−
∫ e

1

dx

= (e− 0)− (e− 1)

= 1.

3

Example 2.11. Prove the following identity:∫ b

a

f(x)g′′(x) dx = f(x)g′(x)|ba−f ′(x)g(x)|ba+

∫ b

a

f ′′(x)g(x) dx.

Solution. As follows, this can be done easily by applying the Equation (2.15)

on the left hand side (L.H.S.) of this identity twice,

L.H.S. =

∫ b

a

f(x) (g′(x))
′

dx

= f(x)g′(x)|ba −
∫ b

a

f ′(x)g′(x) dx

= f(x)g′(x)|ba −

(
f ′(x)g(x)|ba −

∫ b

a

f ′′(x)g(x) dx

)
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= f(x)g′(x)|ba − f
′(x)g(x)|ba +

∫ b

a

f ′′(x)g(x) dx

= R.H.S..

3

Note 2.10. The identity in Example 2.11 can be generalized in a similar manner

to include higher order derivatives as follows:

∫ b

a

f(x)g(n)(x) dx =

f(x)g(n−1)(x)|ba − f
(1)(x)g(n−2)(x)|ba + f (2)(x)g(n−3)(x)|ba

− · · ·+ (−1)n−1f (n−1)(x)g(x)|ba + (−1)n
∫ b

a

f (n)(x)g(x) dx, (2.16)

where the superscript on a function refers to the order of the derivative of that

function. Equation (2.16) can be considered in a more practical way as

∫ b

a

F ·Gdx =

F · I(G)|ba−D(F ) · I2(G)|ba +D2(F ) · I3(G)|ba− · · ·+ (−1)n−1Dn−1(F ) · In(G)|ba

+ (−1)n
∫ b

a

Dn(F ) · In(G) dx, (2.17)

where Dk(F ) denotes the kth order derivative of F and Ik(G) refers to the

function which is obtained after k times integrating G consecutively. One should

note that in this formula n can be any arbitrarily chosen positive integer.

Example 2.12. Use Equation 2.16 to determine the value of J =
∫ π
0
x3 sinxdx.

Solution. Since (cosx)′′′ = sinx, J can be written as

J =

∫ π

0

x3 (cosx)′′′ dx.

Therefore, plugging f(x) = x3, g(x) = cosx, and n = 3 in Equation (2.16), one

gets

J = x3(cosx)′′|π0 − (x3)′(cosx)′|π0 + (x3)′′(cosx)|π0 −
∫ π

0

(x3)′′′ cosxdx
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= x3(− cosx)|π0 − (3x2)(− sinx)|π0 + (6x)(cosx)|π0 −
∫ π

0

6 cosx dx

= π3 − 0 + (−6π)− 6 sinx|π0

= π3 − 6π.

Of course, one can also use Equation (2.17) to calculate J by letting F (x) = x3,

G(x) = sinx, and choosing n to be 4 as follows

J = x3(− cosx)|π0 − (3x2)(− sinx)|π0 + (6x)(cosx)|π0 − (6)(sinx)|π0

= π3 − 6π.

3

Note 2.11. If all the boundary terms in Equation (2.16) are zero, then this

equation reduces to the following equation which is useful when dealing with

wave functions in quantum mechanics,

∫ b

a

f(x)g(n)(x) dx = (−1)n
∫ b

a

f (n)(x)g(x) dx. (2.18)

Theorem 2.9. Let n be a non-negative integer. Then

∫ π
2

0

sin2n+1 θ dθ =

∫ π
2

0

cos2n+1 θ dθ =
22n (n! )2

(2n+ 1)!
· (2.19)

Proof. I prove the first one. The proof for the other one is completely similar.

Since it can easily be checked that

∫ π
2

0

sin θ dθ = 1,

it is obvious that Equation (2.19) is valid for n = 0. Now suppose that n ≥ 1

and let

Jn =

∫ π

0

sin2n+1 θ dθ. (2.20)

So one can write Jn as

Jn =

∫ π
2

0

sin2n θ(− cos θ)′ dθ,
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and now using integration by parts,

Jn = sin2n θ(− cos θ)|
π
2
0︸ ︷︷ ︸

0

−
∫ π

2

0

(
sin2n θ

)′︸ ︷︷ ︸
2n sin2n−1 θ cos θ

(− cos θ) dθ

= 2n

∫ π
2

0

sin2n−1 θ cos2 θ dθ

= 2n

∫ π
2

0

sin2n−1 θ(1− sin2 θ) dθ

= 2n

∫ π
2

0

sin2n−1 θ dθ︸ ︷︷ ︸
Jn−1

−2n

∫ π
2

0

sin2n+1 θ dθ︸ ︷︷ ︸
Jn

.

Thus,

Jn = 2nJn−1 − 2nJn,

or, for all n ≥ 1,

Jn
Jn−1

=
2n

2n+ 1
·

Hence,

J1
J0

=
2

3
,
J2
J1

=
4

5
,
J3
J2

=
6

7
, · · · , Jn

Jn−1
=

2n

2n+ 1
·

After multiplying the corresponding sides of these fractions and canceling out

the extra terms, one gets

Jn
J0

=
2 · 4 · 6 · · · (2n)

3 · 5 · 7 · · · (2n+ 1)

=
(2 · 4 · 6 · · · (2n))2

2 · 3 · 4 · 5 · 6 · 7 · · · (2n)(2n+ 1)

=
(2n · 1 · 2 · 3 · · ·n)

2

(2n+ 1)!

=
22n(n! )2

(2n+ 1)!
·

Since, J0 =
∫ π

2

0
sin θ dθ = 1, the above equation yields the result. �
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Example 2.13. Let n be a non-negative integer. Show that∫ π

0

sin2n+1 θ dθ =
22n+1 (n! )2

(2n+ 1)!
, (2.21)

and ∫ π

0

cos2n+1 θ dθ = 0. (2.22)

Solution. Let In be the integral in Equation (2.21), Hn be the integral in Equa-

tion (2.22), and Jn be the integral in Equation (2.20). I prove that In = 2Jn

and Hn = 0. By Theorems 2.3 and 2.4,

In =

∫ π
2

0

sin2n+1 θ dθ +

∫ π

π
2

sin2n+1 θ dθ

=

∫ π
2

0

sin2n+1 θ dθ +

∫ π
2

0

sin2n+1
(
θ +

π

2

)
dθ

=

∫ π
2

0

sin2n+1 θ dθ +

∫ π
2

0

cos2n+1 θ dθ.

But, by Theorem 2.9, the last two integrals above are equal and therefore,

In = 2Jn.

For Hn, using the same Theorems 2.3 and 2.4 again, we have

Hn =

∫ π
2

0

cos2n+1 θ dθ +

∫ π

π
2

cos2n+1 θ dθ

=

∫ π
2

0

cos2n+1 θ dθ +

∫ π
2

0

cos2n+1
(
θ +

π

2

)
dθ

=

∫ π
2

0

cos2n+1 θ dθ −
∫ π

2

0

sin2n+1 θ dθ

= 0.

3

Example 2.14. Let n be a non-negative integer. Determine the following

integral

In =

∫ 1

−1
(1− x2)n dx.
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Solution. Since the integrand is an even function, by Theorem (2.5),

In = 2Kn, (2.23)

where

Kn =

∫ 1

0

(1− x2)n dx. (2.24)

Now let x = sin θ, thus dx = cos θ dθ and, since x in Kn belongs to the interval

(0, 1), θ belongs to the interval
(
0, π2

)
. Hence,

Kn =

∫ π
2

0

(1− sin2 θ)2(cos θ dθ)

=

∫ π
2

0

cos2n+1 θ dθ,

where sin2 θ + cos2 θ = 1 is used. Thus, by Theorem 2.9 and Equation (2.23),

In =
22n+1(n! )2

(2n+ 1)!
·

3

2.3 Gaussian Integrals

There is a class of integrals, known as Gaussian integrals, which appears a lot

in this course. The goal of this section is to calculate this kind of integrals.

Definition 2.3. Any integral of the general form∫ +∞

0

xke−ax
2

dx,

where k is a non-negative integer and a is a positive real number is called a

Gaussian integral§.

First let us look at the easiest case where k is equal to zero.

Lemma 2.1. Let a be a positive real number. Then,∫ +∞

0

e−ax
2

dx =
1

2

√
π

a
. (2.25)

§If k is not an integer, a Gaussian integral can be expressed in terms of some special
functions, called Gamma functions. But in this course we don’t need them.
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Proof. Let

J =

∫ +∞

0

e−ax
2

dx.

Since the integration variable is a dummy variable, one can also write

J =

∫ +∞

0

e−ay
2

dy.

Therefore,

J2 =

(∫ +∞

0

e−ax
2

dx

)(∫ +∞

0

e−ay
2

dy

)
.

By Fubini’s theorem§, this can be written as

J2 =

∫ +∞

0

∫ +∞

0

e−ax
2

e−ay
2

dxdy

=

∫ +∞

0

∫ +∞

0

e−a(x
2+y2) dxdy, (2.26)

which is a double integral over the first quadrant. Now we introduce the polar

coordinates

x = r cos θ

y = r sin θ.

Hence, x2 + y2 = r2 and from what is known in calculus, dx dy = r dr dθ¶. In

the first quadrant r goes from 0 to +∞ and θ goes from 0 to π
2 . Thus, Equation

(2.26) can be written as

J2 =

∫ +∞

0

∫ π
2

0

e−ar
2

r dr dθ

=

∫ π
2

0

dθ

∫ +∞

0

re−ar
2

dr

§Let f(x, y) = g(x)h(y) be a continuous function on the region D = [a, b] × [c, d] of the
xOy plane. Then ∫ b

a

∫ d

c
f(x, y) dxdy =

(∫ b

a
g(x) dx

)(∫ d

c
h(y) dy

)
.

¶Actually, r appearing here, as the pre-factor, is the Jacobian of the polar transformation.



CHAPTER 2. INTEGRATION 27

=
π

2
· 1

2a

=
1

4

π

a
·

In the third line above, I employed the result of Example 2.3. Now taking the

square roots we have

J = ±1

2

√
π

a
,

but, since the integrand e−ax
2

of J is an always-positive function, J should be

non-negative§, and

J =
1

2

√
π

a
·

�

Corollary 2.3. Since e−ax
2

is an even function,

∫ +∞

−∞
e−ax

2

dx =

√
π

a
(2.27)

which we use it a lot during the course.

Note 2.12. Using the techniques in complex analysis, one can see that Equa-

tions (2.25) and (2.27) are also valid if a is a pure imaginary complex number

or a complex number with a positive real part. In the latter case,
√
a refers to

the principal square root of a.

Now let us consider the case where k is a positive even integer, say, k = 2n.

Theorem 2.10. Let n be a positive integer and a be a positive real number.

Then, ∫ +∞

0

x2ne−ax
2

dx =
(2n)!

n!

1

22n+1

1

an

√
π

a
· (2.28)

§Let f be a function which is continuous on the interval [a, b] and f(x) ≥ 0 for all x ∈ [a, b].
Then ∫ b

a
f(x) dx ≥ 0.
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Proof. Let

J =

∫ +∞

0

e−ax
2

dx.

By Corollary 2.2,

dn

dan
J =

∫ +∞

0

∂n

∂an

(
e−ax

2
)

dx

=

∫ +∞

0

(−x2)ne−ax
2

dx

= (−1)n
∫ +∞

0

x2ne−ax
2

dx. (2.29)

On the other hand, by Lemma 2.1, J = 1
2

√
π
a , so

dn

dan
J =

√
π

2

dn

dan

(
a−

1
2

)
=

√
π

2

dn−1

dan−1

(
−1

2
× a− 1

2−1
)

=

√
π

2

dn−2

dan−2

[
−1

2
×
(
−1

2
− 1

)
× a− 1

2−2
]

= · · ·

=

√
π

2

[
−1

2
×
(
−1

2
− 1

)
× · · · ×

(
−1

2
− (n− 1)

)
× a− 1

2−n
]

=

√
π

2
(−1)n

(
1

2
· 3

2
· · · 2n− 1

2

)
1

an
√
a

= (−1)n
1

an

√
π

a

1 · 3 · · · (2n− 1)

2n+1
· (2.30)

The product in the numerator can be written as

1 · 3 · · · (2n− 1) =
1 · 2 · 3 · · · (2n− 1)(2n)

2 · 4 · · · (2n)

=
(2n)!

2n(1 · 2 · · ·n)

=
(2n)!

2n n!
·
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Replacing this result back into Equation (2.30) gives rise to

dn

dan
J = (−1)n

(2n)!

n!

1

22n+1

1

an

√
π

a
· (2.31)

Equating both sides of Equations (2.29) and (2.31), (−1)n cancels out and the

goal is achieved. �

Corollary 2.4. Again, since the function x2ne−ax
2

is an even function,∫ +∞

−∞
x2ne−ax

2

dx =
(2n)!

n!

1

22n
1

an

√
π

a
· (2.32)

Note 2.13. The n = 1 case of the Corollary 2.4 which reads as

∫ +∞

−∞
x2e−ax

2

dx =
1

2a

√
π

a
(2.33)

is widely used in this course.

Finally, let k be an odd positive integer.

Theorem 2.11. Let n be a positive integer and a be a positive real number.

Then, ∫ +∞

0

x2n+1e−ax
2

dx =
n!

2an+1
· (2.34)

Proof. Let’s call the given integral as Jn. Jn can be written as

Jn =

∫ +∞

0

x2n
(
xe−ax

2
)

dx,

and since,

xe−ax
2

= − 1

2a

(
e−ax

2
)′
,

we have,

Jn = − 1

2a

∫ +∞

0

x2n
(

e−ax
2
)′

dx.

Using integration-by-part method, it follows

Jn = − 1

2a

(
x2ne−ax

2
∣∣∣+∞
0
−
∫ +∞

0

(
x2n
)′

e−ax
2

dx

)
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= − 1

2a

(
lim

x→+∞
x2ne−ax

2

− 2n

∫ +∞

0

x2n−1e−ax
2

dx

)

=
n

a

∫ +∞

0

x2n−1e−ax
2

dx

=
n

a
Jn−1,

or

Jn
Jn−1

=
n

a
, (2.35)

for all positive integers n. Note that, since a is positive, limx→+∞ x2ne−ax
2

= 0.

This can be seen by the change of variable x2 = X and using l’Hopital’s rule n

times.

By Equation (2.35), one can see

J1
J0

=
1

a
,
J2
J1

=
2

a
,
J3
J2

=
3

a
, . . . ,

Jn
Jn−1

=
n

a
·

Multiplying corresponding sides of these equations by each other and doing the

cancelations, we get

Jn
J0

=
1 · 2 · 3 · · ·n

an
,

or

Jn =
n!

an
J0. (2.36)

But,

J0 =

∫ +∞

0

xe−ax
2

dx,

which is the same integral as in Example 2.3, except that the dummy variable

r is now replaced by x, so J0 = 1
2a and by Equation (2.36), Jn = n!

2an+1 . �

Note 2.14. Of course, since this time x2n+1e−ax
2

is an odd function,∫ +∞

−∞
x2n+1e−ax

2

dx = 0. (2.37)

Note 2.15. Equations (2.28), (2.32), and (2.34) are also true, if a is a complex

number whose real part is positive.
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Example 2.15. Determine the value of J =
∫ +∞
−∞ x2e−

(x−1)2

4 dx.

Solution. Let X = x− 1, so dX = dx, x = X + 1, and as x goes from −∞ to

+∞, so does X. Thus

J =

∫ +∞

−∞
(X + 1)2e−

1
4X

2

dX

=

∫ +∞

−∞
(X2 + 2X + 1)e−

1
4X

2

dX

=

∫ +∞

−∞
X2e−

1
4X

2

dX︸ ︷︷ ︸
Equation (2.33)

+2

∫ +∞

−∞
Xe−

1
4X

2

dX︸ ︷︷ ︸
Equation (2.37)

+

∫ +∞

−∞
e−

1
4X

2

dX︸ ︷︷ ︸
Equation (2.27)

= 6
√
π.

3

Theorem 2.12. Let a be a positive real and b be a real number. Then,∫ ∞
−∞

e−ax
2−bx dx =

√
π

a
e
b2

4a · (2.38)

Proof. It is easy to see that

−ax2 − bx = −a
(
x+

b

2a

)2

+
b2

4a
,

so

e−ax
2−bx = e

b2

4a e−a(x+
b

2a )
2

.

Therefore, ∫ ∞
−∞

e−ax
2−bx dx = e

b2

4a

∫ ∞
−∞

e−a(x+
b

2a )
2

dx,

which by change of variable X = x+ b
2a can be written as

e
b2

4a

∫ ∞
−∞

e−aX
2

dX = e
b2

4a

√
π

a
·

�

Note 2.16. Equation (2.38) is also valid if a and b are complex numbers and

Re(a) > 0. In this case,
√
a refers to the principal square root of a.
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Example 2.16. Determine the following integral,

J =

∫ +∞

−∞
e−[(1+i)x2+i

√
πx] dx.

Solution. This can be done by letting a = 1 + i and b = i
√
π in Theorem 2.12.

So

J =

√
π

1 + i
e

(i
√
π)2

4(1+i) =

√
π√

1 + i
e
−π

4(1+i) . (2.39)

Of course you can simplify this result more. I do it for the interested reader.

First note that

−π
4(1 + i)

=
−π

4(1 + i)
× 1− i

1− i

= −π(1− i)

8

= −π
8

+
π

8
i,

so

e
−π

4(1+i) = e−
π
8 e

π
8 i.

On the other hand, according to Note 2.16,
√

1 + i refers to the principal square

root of 1 + i. But |1 + i|=
√

2 and Arg(1 + i) = π
4 so

√
1 + i =

4
√

2 ei
π
8 .

Plugging all these back into Equation (2.39), we get

J =

√
π

4
√

2
e−

π
8 .

3



Chapter 3

Fourier Analysis

This section contains some flavor of Fourier analysis, namely, Fourier series and

Fourier integrals.

3.1 Fourier Series

Fourier series or Fourier expansion is applicable to periodic functions. So let us

begin by recalling what a periodic function is.

Definition 3.1. A function f is said to be periodic if there exists a real number

T such that for all x in the domain of f , x + T also belongs to the domain of

f and f(x + T ) = f(x). In this case, T is called a period of f . The smallest

positive period of f is called the fundamental period of f .

Example 3.1. The functions f(x) = sinx and g(x) = tanπx are periodic

functions, since

f(x+ 2π) = sin(x+ 2π)

= sinx

= f(x),

and

g(x+ 1) = tanπ(x+ 1)

= tan(πx+ π)

= tanπx

= g(x).

33
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It is easy to see that, in fact, 2π and 1 are the fundamental periods of these

functions, respectively.

Theorem 3.1. Let f be a bounded§ and piecewise continuous¶ periodic function

of fundamental period T such that it has a finite number of maxima and minima

in each period‡. Then the trigonometric series

1

2
a0 +

+∞∑
n=0

[
an cos

(
2nπ

T
x0

)
+ bn sin

(
2nπ

T
x0

)]
, (3.1)

where

an =
2

T

∫ T/2

−T/2
f(x) cos

(
2nπ

T
x

)
dx, n = 0, 1, 2, 3, . . . (3.2)

and

bn =
2

T

∫ T/2

−T/2
f(x) sin

(
2nπ

T
x

)
dx, n = 1, 2, 3, . . . . (3.3)

converges to f(x0) if f is continuous at x0 and converges to

limx→x−0
f(x) + limx→x+

0
f(x)

2
, (3.4)

if f is not continuous at x0.

Note 3.1. From Equation (3.2), it is seen that

a0 =
2

T

∫ T/2

−T/2
f(x) dx. (3.5)

Therefore, almost always, one should treat a0 and other an’s separately, since the

integrands for n = 0 and n 6= 0 cases, although expressed by the same formula,

are different. The former does not include a cosine term while the latter does.

§A function f is said to be bounded if there exists a positive real number M such that for
all x in the domain of f , |f(x)|≤M .
¶A function f is said to be piecewise continuous on an interval [a, b] if the interval can be

partitioned by a finite number of points, a = x0 < x1 < · · · < xn = b so that

1. f is continuous on each open subinterval (xi−1, xi).

2. f approaches a finite limit as the endpoints of each subinterval are approached from
within the interval.

‡One should not be concerned with these abstract mathematical conditions. These are
always assumed to be the case in this course.
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Definition 3.2. The trigonometric series in Equation (3.1) is called the Fourier

series of f at x = x0.

Example 3.2. Let f be a periodic function with period 2 which, in one period,

is defined as follows,

f(x) =

0, −1 < x ≤ 0

x, 0 ≤ x < 1.
(3.6)

1. Determine the Fourier series of f at an arbitrary point x0.

2. Use the Fourier series found in part (1) to determine the value of the

following infinite series:

+∞∑
n=1,3,5,...

1

n2
, (3.7)

by letting x0 to be zero.

3. Answer the second part again, this time let x0 = 1.

Solution.

1. As is mentioned in the example, T = 2. Hence, using Equations (3.5),

(3.2), and (3.3) one can determine all the coefficients an and bn as follows

a0 =

∫ 1

−1
f(x) dx

=

∫ 0

−1
0 dx+

∫ 1

0

xdx

= 0 +
1

2

=
1

2
·

For all positive integers n,

an =

∫ 1

−1
f(x) cos(nπx) dx

=

∫ 0

−1
0 cos(nπx) dx︸ ︷︷ ︸

0

+

∫ 1

0

x cos(nπx) dx︸ ︷︷ ︸
Integration by parts
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= x

[
1

nπ
sin(nπx)

]1
0

− 1

[
− 1

n2π2
cos(nπx)

]1
0

=
1

n2π2
[cos(nπ)− 1]

=
1

n2π2
[(−1)n − 1],

and

bn =

∫ 1

−1
f(x) sin(nπx) dx

=

∫ 0

−1
0 sin(nπx) dx︸ ︷︷ ︸

0

+

∫ 1

0

x sin(nπx) dx︸ ︷︷ ︸
Integration by parts

= x

[
− 1

nπ
cos(nπx)

]1
0

− 1

[
− 1

n2π2
sin(nπx)

]1
0

=
(−1)n+1

nπ
·

Plugging these into Equation (3.1), for an arbitrary point x0, one ends

with the following Fourier series for the function f ,

1

4
+

+∞∑
n=1

[
(−1)n − 1

n2π2
cos(nπx0) +

(−1)n+1

nπ
sin(nπx0)

]
. (3.8)

2. Since the function f is continuous at x0 = 0, according to Theorem 3.1,

the series (3.8) converges to f(0). Therefore,

f(0) =
1

4
+

+∞∑
n=1

[
(−1)n − 1

n2π2
cos(nπ0) +

(−1)n+1

nπ
sin(nπ0)

]
, (3.9)

or, since cos 0 = 1, sin 0 = 0, and f(0) = 0,

0 =
1

4
+

+∞∑
n=1

(−1)n − 1

n2π2
· (3.10)

But (−1)n − 1 is equal to zero if n is even and is equal to −2 if n is odd.

Therefore,

0 =
1

4
− 2

π2

+∞∑
n=1,3,5,...

1

n2
,
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or

+∞∑
n=1,3,5,...

1

n2
=
π2

8
·

3. This time, f is no longer continuous at the given point x0 = 1, since

lim
x→1−

f(x) = 1, (3.11)

and

lim
x→1+

f(x) = 0, (3.12)

and these limits are not equal. Hence, the Fourier series of this function

at x0 = 1 does not converge to f(1) but, according to Equation (3.4), and

making use of Equations (3.11) and (3.12), it converges to

1 + 0

2
=

1

2
·

So

1

2
=

1

4
+

+∞∑
n=1

[
(−1)n − 1

n2π2
cos(nπ1) +

(−1)n+1

nπ
sin(nπ1)

]
. (3.13)

But sin(nπ) = 0 and cos(nπ) = (−1)n, Equation (3.13) yields

1

2
=

1

4
+

+∞∑
n=1

[
(−1)n − 1

n2π2
(−1)n

]
, (3.14)

or

1

2
− 1

4
=

1

π2

+∞∑
n=1

1− (−1)n

n2
,

or

1

4
=

2

π2

+∞∑
n=1,3,5,...

1

n2
,

form which the same result as in part 2 follows.

3
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Note 3.2. Let f be a function which fulfills the conditions of Theorem 3.1.

Then if f is an odd function, so is f(x) cos
(
2nπ
T x

)
, and according to Theorem

2.5, all coefficients an would be zero. Therefore, the Fourier series of an odd

function f would be

+∞∑
n=1

bn sin

(
2nπ

T
x

)
. (3.15)

But, since in this case f(x) sin
(
2nπ
T x

)
is an even function, Equation (3.3) re-

duces to

bn =
4

T

∫ T/2

0

f(x) sin

(
2nπ

T
x

)
dx, n = 1, 2, 3, . . . . (3.16)

Similarly, if f is an even function, bn’s would be zero and the Fourier series of

f takes the following form

a0
2

+

+∞∑
n=1

an cos

(
2nπ

T
x

)
, (3.17)

where

an =
4

T

∫ T/2

0

f(x) sin

(
2nπ

T
x

)
dx, n = 0, 1, 2, 3, . . . . (3.18)

Example 3.3. Let f be a periodic function of period 2π which on the interval

[−π, π] is defined as follows:

f(x) =

−1, −π ≤ x < 0,
0, x = 0,
1, 0 < x ≤ π.

Determine its Fourier series at an arbitrary point x.

Solution. Since this function is an odd function, based on the Note 3.2, its

Fourier series is

+∞∑
n=1

bn sin(nx),

where

bn =
4

2π

∫ π

0

f(x) sin

(
2nπ

2π
x

)
dx
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=
2

π

∫ π

0

1 sin(nx) dx

=
2

π

[
− 1

n
cos(nx)

]π
0

= − 2

nπ
[− cos(nπ) + 1]

=
2

nπ
[1− (−1)n].

Therefore, the Fourier series of this function is

2

π

+∞∑
n=1

1− (−1)n

n
sin(nx).

Since

1− (−1)n =

{
0, n is even,
2, n is odd,

this Fourier series can also be written as

4

π

+∞∑
k=1

1

2k − 1
sin(2k − 1)x.

3

Note 3.3. Fourier series of a function is unique. Therefore, if by any method

other than the standard method described above, one can come to an expansion

in the form of Equation (3.1) for f , one should be certain that one has the

Fourier series expansion of the function f .

Example 3.4. Find the Fourier expansion of the function f(x) = sin3 x.

Solution. Of course, one can use the standard procedure to find the Fourier

series. But let us make use of Note 3.3 this time. In Example 1.6, we found

sin 3x = 3 sinx− 4 sin3 x,

so

sin3 x =
3

4
sinx+

(
−1

4

)
sin 3x. (3.19)

Since f is an odd function of period 2π, its Fourier series is

+∞∑
n=1

bn sin(nx) = b1 sinx+ b2 sin(2x) + b3 sin(3x) + b4 sin(4x) + · · · . (3.20)
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Comparing Equations (3.19) and (3.20), since the Fourier series of a function

is unique, it is clear that Equation (3.19) is itself the Fourier series of f and in

fact, b1 = 3
4 , b3 = − 1

4 , and all other coefficients are zero. 3

Before ending up with this section, let us look at what is, so-called, the

complex form of the Fourier series of a function.

Let f be a function with properties stated in Theorem 3.1, and consider the

expression (3.1) with x0 replaced by x and let ωn := 2nπ
T , so ω−n = −ωn. Our

goal is to write this expression as a sum of complex exponential functions with

appropriate coefficients and to find a formula enabling us to determine these

coefficients. Using Equations (1.21), this expression can be written as follows:

a0
2

+

+∞∑
n=1

(
an

eiωnx + e−iωnx

2
+ bn

eiωnx − e−iωnx

2i

)
(3.21)

or

a0
2

+

+∞∑
n=1

(
an − ibn

2
eiωnx +

an + ibn
2

e−iωnx
)
. (3.22)

Letting
a0
2

= c0,

and

an − ibn
2

= cn, (3.23)

expression (3.22) reduces to

c0 +

+∞∑
n=1

(
cneiωnx + c∗ne−iωnx

)
. (3.24)

Using Equations (3.2) and (3.3), in Equation (3.23), one gets

cn =
1

T

∫ T/2

−T/2
f(x)[cosωnx− i sinωnx] dx

=
1

T

∫ T/2

−T/2
f(x)e−iωnx dx, (3.25)

and, since f is assumed to be real,

c∗n =
1

T

∫ T/2

−T/2
f(x)eiωnx dx
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=
1

T

∫ T/2

−T/2
f(x)e−iω−nx dx

= c−n.

Therefore, one can write the expression (3.24) as

c0 +

+∞∑
n=1

(
cneiωnx + c−neiω−nx

)
,

or

c0 +
+∞∑
n=1

cneiωnx +
+∞∑
n=1

c−neiω−nx,

or

+∞∑
n=1

cneiωnx + c0 +

−1∑
n=−∞

cneiωnx,

or more compactly as

+∞∑
n=−∞

cneiωnx. (3.26)

This series, where ωn = 2nπ
T and cn’s are determined by Equation (3.25), is

called the complex Fourier series of f .

Example 3.5. Find the complex Fourier expansion of the function f in Exam-

ple 3.3.

Solution. For this function T = 2π, so ωn = n and

cn =
1

2π

∫ π

−π
f(x)e−inx dx

=
1

2π

(∫ 0

−π
(−1)e−inx dx+

∫ π

0

(1)e−inx dx

)

=
1

2π

(
1

in
e−inx|0−π −

1

in
e−inx|π0

)

=
2− (einx + e−inx)

2nπi

=
1− cos(nx)

nπi
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=
1− (−1)n

nπi
.

Therefore, its complex Fourier series is

+∞∑
n=−∞

1− (−1)n

nπi
einx.

3

3.2 Fourier Transform

As we saw in the last section, Fourier series is useful in representing either

periodic functions or functions confined in limited range of interest. However,

in many problems this is not the case and we are dealing with a nonperiodic

function over an infinite range. In such cases, we can imagine that the function

is periodic with period approaching to infinity.

Consider a function f which is not necessarily periodic. Define a function fT

to be the periodic function of period T which is equal to f within the interval

[−T/2, T/2]. As mentioned in the last section, fT can be expanded in a complex

Fourier series

fT (x) =

+∞∑
n=−∞

cneiωnx, (3.27)

where

ωn =
2nπ

T
, (3.28)

and

cn =
1

T

∫ T/2

−T/2
f(ξ)e−iωnξ dξ. (3.29)

When T approaches infinity, fT becomes the same as f . We shall therefore

let T approaches infinity in the expression above. From the definition of ωn in

Equation (3.28), we have

ωn+1 − ωn
2π

=
1

T
· (3.30)

Substituting (3.29) and (3.30) in the Equation (3.27), we get

fT (x) =

+∞∑
n=−∞

[
ωn+1 − ωn

2π
eiωnx

∫ T/2

−T/2
f(ξ)e−iωnξ dξ

]
. (3.31)
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Now we take the limit of both sides of the above equation when T goes to

infinity. As mentioned earlier, the left hand side would be f(x). For the right

hand side, from Equation (3.30) we see that ωn+1−ωn goes to zero. This means

that the difference of two consecutive values of ω gets very small and essentially,

ωn can be replaced by a continuous variable ω and ωn+1 − ωn can be replaced

by dω. In this situation, the sum over n transforms to a definite integral over ω

and since n goes from −∞ to +∞, from Equation (3.28), one can see that the

same is true for ω. So we end up with

f(x) =

∫ +∞

−∞

dω

2π
eiωx

∫ +∞

−∞
f(ξ)e−iωξ dξ, (3.32)

which can also be written as

f(x) =
1√
2π

∫ +∞

−∞
dω eiωx

(
1√
2π

∫ +∞

−∞
f(ξ)e−iωξ dξ

)
. (3.33)

The expression in the brackets in Equation (3.33) is a function of ω which we

denote it by f̃(ω). Therefore Equation (3.33) will be

f(x) =
1√
2π

∫ +∞

−∞
f̃(ω)eiωx dω, (3.34)

where

f̃(ω) =
1√
2π

∫ +∞

−∞
f(ξ)e−iωξ dξ,

or after changing the dummy variable ξ to x,

f̃(ω) =
1√
2π

∫ +∞

−∞
f(x)e−iωx dx. (3.35)

f̃(ω) in Equation (3.35) is called the Fourier transform of f(x).

Example 3.6. Find the Fourier transform of the following function:

f(x) =

1, −1 < x < 1

0, otherwise.
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Solution. From Equation (3.35), the Fourier transform f̃(ω) of this function is

f̃(ω) =
1√
2π

∫ +∞

−∞
f(x)e−iωx dx

=
1√
2π

(∫ −1
−∞

0e−iωx dx+

∫ 1

−1
1e−iωx dx+

∫ +∞

1

0e−iωx dx

)

=
1√
2π

[
−1

iω
e−iωx

]1
−1

=
1√
2π

eiω − e−iω

iω

=

√
2

π

sinω

ω
·

3



Chapter 4

Dirac Delta and Step
Functions

In this section we are going to study informally what is called the delta function,

introduce the step function, and find out its relation to the delta function.

4.1 Dirac Delta “Function”

Let ε be a positive real number. Consider the family of functions dε(x) depend-

ing on the parameter ε as follows,

dε(x) =


1

2ε
, |x|≤ ε

0, |x|> ε.

(4.1)

Sketching the graph of these functions for some small values of ε, you are easily

convinced that as ε gets smaller, the nonzero part of the graph gets thinner and

higher. But the area under these graphs are always constant and it is equal to

1, since for any ε > 0,

Area =

∫ +∞

−∞
dε(x) dx

=

∫ ε

−ε

1

2ε
dx

= 1.

45
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Definition 4.1. Let x be a real number. The Dirac delta function at x is

denoted by δ(x) and it is defined by

δ(x) = lim
ε→0+

dε(x). (4.2)

Let us write the Equation (4.2) in a more concrete manner. Suppose that x = 0.

Then, for all ε > 0, |0|≤ ε and dε(0) = 1
2ε . So

δ(0) = lim
ε→0+

dε(0)

= lim
ε→0+

1

2ε

= +∞.

If x 6= 0, there exists an ε0 > 0 so that |x|> ε0. Since ε approaches zero from

above, eventually, ε < ε0. Hence, |x|> ε and, consequently, dε(x) = 0 and

δ(x) = lim
ε→0+

dε(x)

= lim
ε→0+

0

= 0.

Therefore, Equation (4.2) can be replaced by the following one

δ(x) =

 0, x 6= 0

+∞, x = 0.
(4.3)

Note 4.1. The first thing that one should note about the delta function is that, in

fact, it is not a function at all. Since, as you know, a function assigns a number

to different numbers but delta function assigns +∞ to zero and +∞ is not a

number. To be mathematically rigorous, Dirac delta function is a distribution

function. At this level, to introduce the delta function more precisely, one can

say that the delta function is a shorthand notation that is reminiscent of a

limiting process so that using it considerably shortens the calculations.

Let us now, informally, determine the area under the graph of δ(x).

Area =

∫ +∞

−∞
δ(x) dx
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=

∫ +∞

−∞

(
lim
ε→0+

dε(x)

)
dx

= lim
ε→0+

∫ +∞

−∞
dε(x) dx

= lim
ε→0+

1

= 1.

Therefore, Dirac delta function can also be introduced as follows

δ(x) =

 0, x 6= 0

+∞, x = 0
,

∫ +∞

−∞
δ(x) dx = 1. (4.4)

From geometrical point of view, δ(x) can be imagined as a very sharp pike

located on the y axis. Of course, this pike can be located everywhere, so one

can similarly consider δ(x− a) as follows

δ(x− a) =

 0, x 6= a

+∞, x = a
,

∫ +∞

−∞
δ(x− a) dx = 1. (4.5)

Note 4.2. It is clear that the delta function is an even function, i.e., for any real

value of x, δ(−x) = δ(x). Of course, this also means that δ(x− x′) = δ(x′− x),

for any real values of x and x′.

Theorem 4.1. For a function f

1. f(x)δ(x− a) = f(a)δ(x− a),

2.
∫ +∞
−∞ f(x)δ(x− a) dx = f(a),

3. If α < β, then

∫ β

α

f(x)δ(x− a) dx =

f(a), a ∈ (α, β)

0, a 6∈ (α, β).

Example 4.1. Determine the value of the following integrals:

1. I =
∫ 6

2
(3x2 − 2x− 1) δ(x− 3) dx,
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2. J =
∫ 1

−1 x
2 δ(3x+ 1) dx,

3. K =
∫ 5

1
cos(x2) δ(x+ 4) dx.

Solution.

1. Let f(x) = 3x2− 2x− 1. Since 3 belongs to the interval (2, 6), by the last

part of Theorem 4.1,

I = f(3)

= 3× 32 − 2× 3− 1

= 20.

2. Let 3x = X, so dx = 1
3 dX and since x belongs to the interval (−1, 1), X

belongs to the interval (−3, 3). Thus

J =

∫ 3

−3

(
X

3

)2

δ(X + 1) dX

=
1

9

∫ 3

−3
X2δ(X − (−1)) dX

=
1

9
· (−1)2

=
1

9
·

In the last step, I used the third part of Theorem 4.1.

3. K can be thought as

K =

∫ 5

1

cos(x2) δ(x− (−4)) dx.

But this time the interval of integration (1, 5) does not contain −4 and

therefore by the last part of Theorem 4.1, K = 0.

3

Example 4.2. Determine the Fourier transform of f(x) = δ(x− a).

Solution. Using Equation(3.35) and the second part of Theorem 4.1, one finds

f̃(ω) =
1√
2π

∫ +∞

−∞
δ(x− a)e−iωx dx
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=
1√
2π

e−iωa.

3

Theorem 4.2. The delta function δ(x− x′) can be represented as follows

δ(x− x′) =
1

2π

∫ +∞

−∞
e−iω(x−x

′) dω. (4.6)

Proof. Since the integration variable is ω, the right hand side of Equation (4.6) is

a function of x and x′ which we call it G(x, x′). Changing the dummy integration

variable from x to x′ in Equation (3.35) and plugging it in Equation (3.34), one

gets

f(x) =
1√
2π

∫ +∞

−∞

(
1√
2π

∫ +∞

−∞
f(x′)e−iωx

′
dx′
)

eiωx dω

=

∫ +∞

−∞

(
1

2π

∫ +∞

−∞
f(x′)eiω(x−x

′) dx′
)

dω

=

∫ +∞

−∞

(
1

2π

∫ +∞

−∞
f(x′)eiω(x−x

′) dω

)
dx′

=

∫ +∞

−∞
f(x′)

(
1

2π

∫ +∞

−∞
e−iω(x

′−x) dω

)
dx′.

In the second step above, eiωx slipped into the integral. This is possible since

eiωx does not depend on the integration variable x′. In the third step, the order

of integration is changed. Therefore,

f(x) =

∫ +∞

−∞
f(x′)G(x, x′) dx. (4.7)

Comparing Equation (4.7) with the second part of Theorem 4.1, yields the

Equation (4.6). �

Note 4.3. By a change of variable from ω to −ω, in Equation (4.6), δ(x− x′)
can also be written as

δ(x− x′) =
1

2π

∫ +∞

−∞
eiω(x−x

′) dω. (4.8)
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Definition 4.2. Two functions D1(x) and D2(x) involving the delta functions

are said to be equal if for any ordinary function§∫ +∞

−∞
f(x)D1(x) dx =

∫ +∞

−∞
f(x)D2(x) dx. (4.9)

Example 4.3. Let c be a non-zero real constant. Show that

δ(cx) =
1

|c|
δ(x). (4.10)

Solution. Let f(x) be an ordinary function and let D1(x) = δ(cx) and D2(x) =

1
|c|δ(x). We show that Equation (4.9) holds. The right hand side of Equation

(4.9) is ∫ +∞

−∞
f(x)D2(x) dx =

∫ +∞

−∞
f(x)

(
1

|c|
δ(x)

)
dx

=
1

|c|

∫ +∞

−∞
f(x)δ(x) dx

=
1

|c|
f(0), (4.11)

where in the last step, the second part of Theorem 4.1 is used. For the left hand

side of Equation (4.9), one should consider c < 0 and c > 0 separately. First,

let c < 0 and apply the change of variable X = cx. Therefore, dx = 1
cdX and

X|−∞+∞ as x|+∞−∞. So∫ +∞

−∞
f(x)D1(x) dx =

∫ +∞

−∞
f(x)δ(cx) dx

=

∫ −∞
+∞

f

(
X

c

)
δ(X)

1

c
dX

= −1

c

∫ +∞

−∞
f

(
X

c

)
δ(X) dX

=
1

|c|
f(0). (4.12)

The validity of Equation (4.9) is clear by comparing Equations (4.11) and (4.12).

Similarly, one can show that the Equation (4.9) is also true for the case of

positive c. 3

§A function not involving the delta function.
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4.2 Step Function

Definition 4.3. The fuction θ(x) defined as

θ(x) =

1, x > 0

0, x < 0,
(4.13)

is called the step function.

Theorem 4.3. For a non-zero x,

d

dx
|x|= 2θ(x)− 1. (4.14)

Proof. By Definition 4.3,

2θ(x)− 1 = 2×

1, x > 0

0, x < 0

− 1

=

2× 1− 1, x > 0

2× 0− 1, x < 0

=

 1, x > 0

−1, x < 0

=
d

dx
|x|.

�

Note 4.4. From what is calculated for 2θ(x)−1 in the proof above, it is readily

seen that for x 6= 0

(2θ(x)− 1)
2

= 1. (4.15)

Theorem 4.4. The derivative of the step function is the delta function, i.e.

d

dx
θ(x) = δ(x). (4.16)
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Proof. Let D1(x) = δ(x) and D2(x) = d
dxθ(x). From the second part of Theo-

rem 4.1 can be deduced that the left hand side of Equation (4.9) is f(0). We

show that the right hand side (R.H.S.) of the Equation (4.9) is also f(0).

R.H.S. =

∫ +∞

−∞
f(x)

d

dx
θ(x) dx︸ ︷︷ ︸

integration by parts

= lim
x→+∞

f(x)θ(x)− lim
x→−∞

f(x)θ(x)−
∫ +∞

−∞

d

dx
f(x)θ(x) dx

= lim
x→+∞

f(x)− 0−
∫ +∞

0

d

dx
f(x) dx

= lim
x→+∞

f(x)−
(

lim
x→+∞

f(x)− f(0)

)
= f(0).

Therefore, Equation (4.9) holds. �

Example 4.4. Let λ be a real parameter. Determine the second derivative of

the function f(x) = eλ|x| for an arbitrary x.

Solution. The first derivative is

d

dx
f(x) =

d

dx
(λ|x|) eλ|x|

= λ
d

dx
(|x|)eλ|x|

= λ(2θ(x)− 1)eλ|x|

= λ(2θ(x)− 1)f(x).

Therefore, the second derivative would be

d2

dx2
eλ|x| = λ

[
d

dx
(2θ(x)− 1)

]
f(x) + λ(2θ(x)− 1)

d

dx
f(x)

= 2λδ(x)f(x) + λ2(2θ(x)− 1)
2
f(x)

= 2λδ(x)f(0) + λ2f(x)

= 2λδ(x) + λ2eλ|x|.

In the calculations above I used the first part of Theorem 4.1 and also Note 4.4.
3



Chapter 5

Differential Equations

In this section I will go through the main concepts of ordinary and partial

differential equations.

5.1 Ordinary Differential Equations

First ordinary differential equations, the ones containing the ordinary deriva-

tives.

5.1.1 Fundamental Concepts

Definition 5.1. An equation containing an unknown function in one variable

and its derivatives is called an ordinary differential equation or ODE for short.

In an ODE, the order of the derivative with the highest order is said to be

the order of the ODE.

Example 5.1. The following equations are examples of ODE’s,

1. dy
dx = 5x+ 3,

2. ey d2y
dx2 + 3

(
dy
dx

)3
= 1,

3. (y′′′)3 + 3y(y′)7 + y3(y′)2 = 5x.

The order of these equations are 1, 2, and 3, respectively.

Note 5.1. The most general form of an ODE of order n is

F (x; y, y′, y′′, . . . , y(n)) = 0, (5.1)

53
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where F is a function of n+ 2 variables.

Definition 5.2. A function y = φ(x) is said to be a solution of the Equation

(5.1) on the interval (α, β), if for any x0 of this interval

F
(
x0;φ(x0), φ′(x0), φ′′(x0), . . . , φ(n)(x0)

)
= 0. (5.2)

Note 5.2. In Definition 5.2, α and/or β can be chosen at infinity.

Note 5.3. Clearly, if y = φ(x) is a solution of a ODE of order n on an interval

(α, β), then it should be differentiable up to order n on this interval and therefore,

all its derivatives up to order n− 1 must be continuous on (α, β).

Example 5.2. Show that the function y = 1
x2−1 is a solution of y′ + 2xy2 = 0

on the interval (−1, 1). Is this function also a solution for the same equation on

the interval (−2, 2)?

Solution. Plugging this given function into the right hand side of the given

equation, for all x in the interval (−1, 1), we have

L.H.S. =

(
1

x2 − 1

)′
+ 2x

(
1

x2 − 1

)2

=
−2x

(x2 − 1)2
+

2x

(x2 − 1)2

= 0

= R.H.S..

But, since the given function is not differentiable at x = ±1, this function is not

the solution of this equation on the interval (−2, 2) which contains these points.
3

Definition 5.3. Let y = φ(x) be a solution of an ODE of order n on the interval

I. If φ(x) consists of n arbitrary constant parameters, then y = φ(x) is said to

be the general solution of the given ODE.

Example 5.3. Show that y = a sin 2x + b cos 2x, where a and b are arbitrary

constant parameters, is the general solution of y′′ + 4y = 0 on the whole real

line.
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Solution. We have

y′′ + 4y = (a sin 2x+ b cos 2x)′′ + 4(a sin 2x+ b cos 2x)

= (2a cos 2x− 2b sin 2x)′ + 4(a sin 2x+ b cos 2x)

= −4a sin 2x− 2b cos 2x+ 4a sin 2x+ 4b cos 2x

= 0.

3

Example 5.4. Show for arbitrary constant parameters C and D,

u(ρ) = Cρl+1 +Dρ−l,

is the general solution of the following equation:

d2u

dρ2
=
l(l + 1)

ρ2
u,

on the interval (0,+∞).

Solution. For all ρ in the interval (0,+∞), we have

d2u

dρ2
=

d2

dρ2
(
Cρl+1 +Dρ−l

)
=

d

dρ

(
C(l + 1)ρl −Dlρ−l−1

)
= Cl(l + 1)ρl−1 −Dl(−l − 1)ρ−l−2

=
l(l + 1)

ρ2
(
Cρl+1 +Dρ−l

)
=
l(l + 1)

ρ2
u·

3

Example 5.5. Show that ψ(ξ) = Ae−
ξ2

2 +Be
ξ2

2 , where A and B are arbitrary

constant parameters, can be considered as the general solution of the following

equation:

d2ψ

dξ2
= ξ2ψ,

on R for very large values of ξ.
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Solution. We have

dψ

dξ
= −Aξe−

ξ2

2 +Bξe
ξ2

2 ,

and

d2ψ

dξ2
= −Ae−

ξ2

2 +Aξ2e−
ξ2

2 +Be
ξ2

2 +Bξ2e
ξ2

2 .

But for very large values of ξ, e−
ξ2

2 is negligible and can be ignored and e
ξ2

2 is

very small compared to ξ2e
ξ2

2 and it can also be ignored. Therefore,

d2ψ

dξ2
= ξ2(Ae−

ξ2

2 +Be
ξ2

2 )

= ξ2ψ.

3

Definition 5.4. A solution of an ODE which is obtained by assigning specific

values to the constant parameters of its general solution is called a particular

solution of the given ODE.

Example 5.6. By assigning 5 to a and −3 to b in Example 5.3, one ends up

with y = 5 sin 2x− 3 cos 2x which is a particular solution of y′′+4y = 0. Clearly,

this equation has infinite number of particular solutions.

Note 5.4. It happens that there might be a solution of an ODE which cannot

be obtained by assigning any particular value to the constant parameters of the

general solution of the ODE. This kind of solutions are called singular solutions

of the ODE.

Example 5.7. Cosider the equation (y′)2 − xy′ + y = 0.

1. Show that y = cx− c2, where c is an arbitrary constant parameter, is the

general solution of the given equation.

2. Show that y = 1
2x−

1
4 is a particular solution of this equation.

3. Is y = 1
4x

2 a solution of this equation? Can it be obtained from its general

solution by assigning an appropriate value to c?

Solution.
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1. Since y′ = c, we have

(y′)2 − xy′ + y = c2 − cx+ cx− c2

= 0,

so y = cx−x2 is a solution of this equation and since the given ODE is of

degree one and this solution depends on only one parameter c, y = cx−c2

is the general solution of the given ODE.

2. Plugging c = 1
2 in the general solution given in part 1, one gets y = 1

2x−
1
4 .

Therefore, y = 1
2x−

1
4 is a particular solution of this ODE.

3. y′ = 1
2x, so

(y′)2 − xy′ + y =
1

4
x2 − 1

2
x2 +

1

4
x2

= 0.

Hence, y = 1
4x

2 is also a solution of this equation. But, obviously, this so-

lution cannot be obtained from the general solution in part 1, by assigning

a particular value to the parameter c, so y = 1
4x

2 is a singular solution of

this ODE.

3

Definition 5.5. An ODE together with complementary conditions on the un-

known function and its derivatives, all expressed for the same value of the in-

dependent variable of the equation, is said to be an initial value problem. On

the other hand, if these complementary conditions are expressed at more than

one value for the independent variable of the equation, one is dealing with a,

so-called, boundary value problem.

Example 5.8. The equation y′′ + 2y′ = ex together with complementary con-

ditions y(π) = 1 and y′(π) = 2 is an initial value problem, since both conditions

are expressed at the same value π for x. But the same equation along with the

complementary conditions, y(0) = 3 and y(1) = 4, or, y(0) = 1 and y′(2) = 1, is

a boundary value problem, since in the former, the conditions are expressed at

different values 0 and 1 for x and in the latter, they are expressed at different

values 0 and 2 for x.
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First Order Ordinary Differential Equations

The general form of a first order ODE is

F (x; y, y′) = 0. (5.3)

Since there is no general method to solve all this kind of ODE’s, we categorize

them to more simple ones, but before that we assume that Equation (5.3) can

always be solved for y′, i.e., there exists a function f in two variables such that

y′ = f(x; y). (5.4)

Definition 5.6. If a first order ODE can be reduced to the form in Equation

(5.4), where f is a function only of x or a funciton only of y, then the ODE is

called a separable ODE.

To solve a separable ODE, if f is a function of only x, then Equation (5.4)

reduces to

y′ = f(x),

and the solution would be

y =

∫
f(x) dx+ C,

where C is an arbitrary constant. On the other hand, if f is a function of only

y, then Equation (5.4) reduces to

y′ = f(y),

or

dy

dx
= f(y),

whose variables can be separated as

dy

f(y)
= dx,

and, in principle, integrating both sides yields the solution.

Example 5.9. Solve the following initial value problem,
ih̄

dφ

dt
= Eφ

φ(0) = 5,

where E and h̄ are real constants and i is the imaginary unit.
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Solution. As mentioned above, this equation can be written as

dφ

φ
=
E

ih̄
dt.

Integrating both sides, we get

ln|φ(t)|= − i

h̄
E t+ C,

or

φ(t) = ±e−
i
h̄E t+C

= ±eCe−
i
h̄E t. (5.5)

Using the initial condition φ(0) = 5 in the Equation (5.5), yields

5 = ±eC ,

but since eC is positive, we realize that the solution with negative sign is not

acceptable and eC = 5. Therefore, from Equation (5.5)

φ(t) = 5 e−
i
h̄E t.

3

Definition 5.7. Any equation in the form of

y′ + p(x)y = g(x), (5.6)

is called a first order linear ODE.

Theorem 5.1. The general solution of Equation (5.6) is

y =
1

µ(x)

(∫
µ(x)g(x) dx+ c

)
, (5.7)

where

µ(x) = e
∫ x p(t) dt, (5.8)

and c is a constant.

Note 5.5. Formula (5.7) is valid only if the coefficient of y′ in Equation (5.6)

is equal to 1, if not, one should first divide both sides of this equation by the

coefficient of y′.
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Example 5.10. Find the general solution of the equation xy′+ 2y = 4x2 + 3x.

Solution. By Note 5.5, we know that, to be able to use Theorem 5.1, first we

need to divide both sides of this equation by x. Doing so, we get the following

equation

y′ +
2

x
y = 4x+ 3,

so p(x) = 2
x and g(x) = 4x+ 3. By Equation (5.8),

µ(x) = e
∫ x 2

t dt

= e2 ln x

= x2,

and finally, by Equation (5.7),

y =
1

x2

(∫
x2(4x+ 3) dx+ c

)

=
1

x2

(
4

∫
x3 dx+ 3

∫
x2 dx+ c

)
=

1

x2
(x4 + x3 + c)

= x2 + x+
c

x2
·

3

Second Order Ordinary Differential Equations

In this section we will study a small portion of the complicated theory of second

order differential equations namely, second order linear differential equations.

Definition 5.8. Any equation of the general form

P (x)y′′ +Q(x)y′ +R(x)y = G(x), (5.9)

is called a second order linear differential equation.

If G(x) = 0, then (5.9) is called a homogeneous second order linear differen-

tial equation.

Example 5.11. Each of the following equations, is a homogeneous second order

linear differential equation:
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1. y′′ − 2xy′ + 2py = 0, (Hermite equation of order p)

2. (1− x2)y′′ − 2xy′ + l(l + 1)y = 0, (Legendre equation of order l)

3. x2y′′ + xy′ + (x2 − ν2)y = 0. (Bessel equation of order ν)

We will only study the homogeneous second order differential equations.

These are the only ones that one would need in this course. The general method

for solving of equations is the method of power series. This method works based

on the assumption that the solution of the equation has a power series expansion

around some point, which is valid in an open interval around that point. We

do not address the questions related to the convergence of the power series or

the existence of them for a given equation, since in all the equations of this sort

that we deal with in this course, the abstract mathematical prerequisites are

fulfilled.
Before starting to investigate the most general case, using the power series

method, there is an important class of these equations that is very important in

quantum mechanics and is very easy to solve. These are homogeneous second

order linear differential equations with constant coefficient of the general form

ay′′ + by′ + cy = 0 where a, b, and c are just constant real numbers and a 6= 0.

Definition 5.9. The quadratic equation ar2 + br + c = 0 is called the charac-

teristic equation of ay′′ + by′ + c = 0.

Theorem 5.2. Consider the differential equation

ay′′ + by′ + cy = 0 (5.10)

and let ∆ = b2 − 4ac.

1. If ∆ = 0, then the characteristic equation of (5.10) has one real repeated

root r and the general solution of (5.10) is

y = (c1 + c2x)erx. (5.11)

2. If ∆ 6= 0, then the characteristic equation of (5.10) has two roots, r1 and

r2
§, and the general solution of (5.10) is

y = c1er1x + c2er2x. (5.12)

§which are either both real or both complex, depending on the sign of ∆.
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Note 5.6. In the case of negative ∆, the characteristic equation ar2+br+c = 0

has two roots which are complex conjugate to each other. Assume that r1 = α+iβ

and r2 = α − iβ. Then one can show that the general solution of the Equation

(5.10) can also be written as follows,

y = eαx(d1 cosβx+ d2 sinβx), (5.13)

for some constants d1 and d2.

Example 5.12. Find the general solution of the following differential equations:

1. y′′ + 5y′ + 6 = 0,

2. y′′ − 4y′ + 4 = 0,

3. y′′ − 2y′ + 5y = 0.

Solution.

1. The characteristic equation for this equation is r2 + 5r + 6 = 0 which

has two real roots r1 = −2 and r2 = −3. Thus, by Eqaution (5.12), the

general solution of this equation is

y = c1e−2x + c2e−3x.

2. For this case, the characteristic equation is r2− 4r+ 4 = 0 which has only

one repeated root r = 2. So, by Equation (5.11), the general solution is

y = (c1 + c2x)e2x.

3. In this case, the characteristic equation is r2− 2r+ 5 = 0 which possesses

two complex roots r1 = 1 + 2i and r2 = 1− 2i. So using Equation (5.12),

the general solution can be written as

y = c1e(1+2i)x + c2e(1−2i)x,

or, alternatively, using Equation (5.13), it can be expressed as

y = ex(d1 cos 2x+ d2 sin 2x).

3
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Now let us go back to the main problem, namely, the problem of finding

the solutions of the most general homogeneous second order linear differential

equation

P (x)y′′ +Q(x)y′ +R(x)y = 0, (5.14)

using power series as our main tool. Before that, let us go briefly through the

definition and properties of infinite power series.

Definition 5.10. An infinite series

+∞∑
n=0

anx
n = a0 + a1x+ a2x

2 + · · ·+ anx
n + · · · , (5.15)

where an’s are constants and x is a variable, is called a power series§.

The following theorem specifies the status of convergence of an infinite power

series in all possible cases.

Theorem 5.3. The convergence of the series
∑+∞
n=0 anx

n is described by one

of the following three cases:

1. There is a positive number R such that the series diverges for x with |x|> R

but converges absolutely for x with |x|< R¶.

2. The series converges absolutely for every x.

3. The series converges at x = 0 and diverges elsewhere.

Note 5.7. Roughly speaking, Theorem 5.3 asserts that the set of real numbers x

for which the series (5.15) converges, constitutes an interval. In the first case,

this interval can take on one of the following forms:

(−R,R) , [−R,R) , (−R,R] , [−R,R]. (5.16)

In the second case this interval is (−∞,+∞) and finally for the last case this

interval is the degenerate interval [0, 0] = {0}.

Definition 5.11. Depending on the convergence status of the power series

(5.15), the appropriate interval mentioned in Note 5.7, is called the interval of

convergence of the series.

§To be precise, this is a power series about 0, but this is the only kind of power series that
we need.
¶The series may or may not converge at either of the endpoints x = −R and x = R.
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Definition 5.12. The positive real number R mentioned in Theorem 5.3, is

called the radius of convergence of the series. In case 2, the radius of convergence

is said to be infinite and in the last case it is said to be zero.

Definition 5.13. Let I be the interval of convergence of the series (5.15) and

let f be a function such that for any x in I,

f(x) =

+∞∑
n=0

anx
n. (5.17)

Then it is said that this series represents f on I.

Theorem 5.4. Let
∑+∞
n=0 anx

n and
∑+∞
n=0 bnx

n be two infinite power series with

radii of convergence R1 and R2, respectively, and let f and g be functions rep-

resented by these power series on their corresponding intervals of convergence.

If R = min{R1, R2}, then for any x in the interval (−R,R),

f(x)± g(x) =

+∞∑
n=0

(an ± bn)xn. (5.18)

Theorem 5.5. Let
∑+∞
n=0 anx

n be an infinite power series with radius of con-

vergence R and let f be the function represented by this series on its interval of

convergence. Then the function f is continuous and differentiable of all orders

on the interval (−R,R). Moreover, one can determine f ′, f ′′, f ′′′, . . . by term

by term differentiation of this series and all the resultant series are convergent

on the interval (−R,R).

Note 5.8. Practically, Theorem 5.5 asserts that, if for any x in the interval

(−R,R),

f(x) = a0 + a1x+ a2x
2 + a3x

3 + · · ·+ anx
n + · · · =

+∞∑
n=0

anx
n,

then for every x in the same interval (−R,R),

f ′(x) = a1 + 2a2x+ 3a3x
2 + · · ·+ nanx

n−1 + · · · =
+∞∑
n=1

nanx
n−1,

and

f ′′(x) = 2a2 + 6a3x+ · · ·+ n(n− 1)anx
n−2 =

+∞∑
n=2

n(n− 1)anx
n−2,
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and so on.

Theorem 5.6. Suppose that
∑+∞
n=0 anx

n represents a function f on its interval

of convergence. Then for any n,

an =
f (n)(0)

n!
· (5.19)

Theorem 5.7. Let
∑+∞
n=0 anx

n and
∑+∞
n=0 bnx

n be two infinite power series

with radii of convergence R1 and R2, respectively, and let R = min{R1, R2}.
Suppose that for every x in (−R,R),

+∞∑
n=0

anx
n =

+∞∑
n=0

bnx
n.

Then for all n, an = bn.

Corollary 5.1. Let
∑+∞
n=0 anx

n be an infinite power series with interval of

convergence (−R,R) and for any x in this interval

+∞∑
n=0

anx
n = 0.

Then for all n, an = 0.

Before leaving this discussion let us mention two properties of summations.

Note 5.9. The index of a summation notation is a dummy index and changing

it does not alter anything, i.e. for example,

+∞∑
n=0

xn

n!
=

+∞∑
k=0

xk

k!
=

+∞∑
i=0

xi

i!
= · · · ·

Note 5.10. Let k and p be integers and f be an arbitrary function. Then

+∞∑
n=k

f(n) =

+∞∑
n=k±p

f(n∓ p). (5.20)

For example

+∞∑
n=2

(n+ 1)(n+ 2)anx
n−2 =

+∞∑
n=0

(n+ 3)(n+ 4)an+2x
n.
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For getting familiar with the general aspects of power series method for

solving the differential equations, let us solve the third part of Example 5.12

again, but this time using a power series about 0 as a candidate of the solution.

Assume that y′′+y = 0 has a solution in the form of a infinite power series§,

y =
∑+∞
n=0 anx

n. Then, as mentioned in Note 5.8, y′′ =
∑+∞
n=2 n(n− 1)anx

n−2.

Therefore, plugging these relations back into the equation we end up with

+∞∑
n=2

n(n− 1)anx
n−2 +

+∞∑
n=0

anx
n = 0, (5.21)

which, using Equation (5.20), can be written as

+∞∑
n=0

(n+ 2)(n+ 1)an+2x
n +

+∞∑
n=0

anx
n = 0, (5.22)

or more compactly,

+∞∑
n=0

[(n+ 1)(n+ 2)an+2 + an]xn = 0. (5.23)

From Corollary 5.1, one concludes that for any non-negative integer n,

(n+ 1)(n+ 2)an+2 + an = 0, (5.24)

or

an+2 = − 1

(n+ 1)(n+ 2)
an. (5.25)

The relation in Equation (5.25) is kind of a, so-called, recursive relation which

relates a higher term of a sequence, in this case an+2, to a lower term/terms,

which is an in this case, of the same sequence. As I will show, this relation

enables us to determine all terms of the sequence {an} in terms of just the first

two terms a0 and an. Substituting 0 and 1 for n in Equation (5.25), yields,

a2 = − 1

1.2
a0 = − 1

2!
a0 , a3 = − 1

2.3
a1 = − 1

3!
a1 (5.26)

Assigning 2 and 3 to n in Equation (5.25), bring us to the following relations

a4 = − 1

3.4
a2 , a5 = − 1

4.5
a3, (5.27)

§The validity of this assumption is based on some mathematical theorems, which we
skipped.
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which after applying relations (5.26) to them we end up with

a4 =

(
− 1

3.4

)(
− 1

2!
a0

)
, a5 =

(
− 1

4.5

)(
− 1

3!
a1

)
= +

1

4!
a0 = +

1

5!
a1

Continuing in this manner one can easily convince oneself that for any non-

negative integer n

a2n = (−1)n
1

(2n)!
a0 , a2n+1 = (−1)n

1

(2n+ 1)!
a1. (5.28)

But separating even and odd terms in the solution y =
∑+∞
n=0 anx

n, and making

use of Equations (5.28), we get the following

y =

+∞∑
n=0

a2nx
2n +

+∞∑
n=0

a2n+1x
2n+1

=

+∞∑
n=0

(−1)n
1

(2n)!
a0x

2n +

+∞∑
n=0

(−1)n
1

(2n+ 1)!
a1x

2n+1

= a0

+∞∑
n=0

(−1)n
1

(2n)!
x2n + a1

+∞∑
n=0

(−1)n
1

(2n+ 1)!
x2n+1

= a0 sinx+ a1 cosx, (5.29)

where in the last step, I used the Taylor expansions for sinx and cosx,

cosx =

+∞∑
n=0

(−1)n

(2n)!
x2n , sinx =

+∞∑
n=0

(−1)n

(2n+ 1)!
x2n+1.

This is in complete agreement with the answer we got in the third part of Exam-

ple 5.12. Of course, in this case, the power series method is not recommended!

Actually, the last example reveals almost all general aspects of the power se-

ries method for solving a homogeneous second order linear differential equation.

Let us look at a more complicated problem, for which the power series method

is not just an alternative but the only analytic method available.

Example 5.13. Consider the Hermite equation

y′′ − 2xy′ + 2py = 0, (5.30)

where p is a constant.
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1. Find the general solution of Hermite equation.

2. If p is a non-negative integer, what can one say about the general solution?

Solution. To anwer the first part, assume that this equation has a solution in

the form of a power series y =
∑+∞
n=0 anx

n. Plugging this into Equation (5.30)

and using what is mentioned in Note 5.8, we get

+∞∑
n=2

n(n− 1)anx
n−2 − 2x

+∞∑
n=1

nanx
n−1 + 2p

+∞∑
n=0

anx
n = 0, (5.31)

which can also be written as

+∞∑
n=2

n(n− 1)anx
n−2 −

+∞∑
n=1

2nanx
n +

+∞∑
n=0

2panx
n = 0, (5.32)

which based on Note 5.10, this can be re-written as

+∞∑
n=0

(n+ 2)(n+ 1)an+2x
n −

+∞∑
n=1

2nanx
n +

+∞∑
n=0

2panx
n = 0. (5.33)

The middle-term sum in Equation (5.33) can start from n = 0 instead of n = 1

since 2nanx
n is zero for n = 0. Hence, collecting the three terms, we have

+∞∑
n=0

[(n+ 1)(n+ 2)an+2 + 2(p− n)an]xn = 0. (5.34)

Therefore, for all non-negative integers n,

(n+ 1)(n+ 2)an+2 + 2(p− n)an = 0,

or

an+2 = − 2(p− n)

(n+ 1)(n+ 2)
an. (5.35)

For n = 0 and n = 1, Equation (5.35) yields,

a2 = − 2p

1.2
a0 = −2p

2!
a0 , a3 = −2(p− 1)

2.3
a1 = −2(p− 1)

3!
a1. (5.36)

Substituting n = 2 and n = 3 in Equation (5.35), we get

a4 = −2(p− 2)

3.4
a2 , a5 = −2(p− 3)

4.5
a3
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=

(
−2(p− 2)

3.4

)(
−2p

2!
a0

)
=

(
−2(p− 3)

4.5

)(
−2(p− 1)

3!
a1

)
= +

22p(p− 2)

4!
a0 = +

22(p− 1)(p− 3)

5!
a1.

In the same manner one can see,

a6 = −23p(p− 2)(p− 4)

6!
a0,

and

a7 = −23(p− 1)(p− 3)(p− 5)

7!
a1,

and so on. Now the solution y =
∑+∞
n=0 anx

n would be

y = a0 + a1x+ a2x
2 + a3x

3 + a4x
4 + a5x

5 + a6x
6 + a7x

7 + · · ·

= a0 + a1x−
2p

2!
a0x

2 − 2(p− 1)

3!
a1x

3 +
22p(p− 2)

4!
a0x

4

+
22(p− 1)(p− 3)

5!
a1x

5 − 23p(p− 2)(p− 4)

6!
a0x

6

− 23(p− 1)(p− 3)(p− 5)

7!
a1 + · · ·

= a0

(
1− 2p

2!
x2 +

22p(p− 2)

4!
x4 − 23p(p− 2)(p− 4)

6!
x6 + · · ·

)
+ a1

(
x− 2(p− 1)

3!
x3 +

22(p− 1)(p− 3)

5!
x5 − 23(p− 1)(p− 3)(p− 5)

7!
x7 + · · ·

)
,

or

y =a0

(
1 +

+∞∑
n=1

(−1)n
2np(p− 2) · · · (p− 2n+ 2)

(2n)!
x2n

)

+ a1

(
x+

+∞∑
n=1

(−1)n
2n(p− 1)(p− 3) · · · (p− 2n+ 1)

(2n+ 1)!
x2n+1

)
, (5.37)

where a0 and a1 are arbitrary constants. This is the general solution of Hermite

differential equation. As is expected from a second order differential equation,

this solution consists of two linearly independent parts, where each of them,

in general, is an infinite power series. Of course, there is an exception and

that is the case where p is a non-negative integer. If p is a non-negative even

integer, it is clear that the first series in Equation (5.37) terminates eventually

and it would be an even polynomial of degree p. But, of course, in this case
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the second term would be an infinite power series. On the other hand, if p is a

positive odd integer, the second term would terminate and it would be an odd

polynomial of degree p but in this case the first term would be an infinite power

series. So to address the second part of this example, one can say that if p is

a non-integer or a negative integer, there are two independent solutions to the

Hermite Equation (5.30), both of them having infinite number of terms. If p is

a non-negative integer, then this equation has two independent solutions such

that one of them is an even or an odd polynomial, depending on p being odd

or even, of degree p and the other one is a power series with infinite number of

terms§. 3

Sometimes physical considerations force us to be interested, not in all but in

some specific class of solutions of an ODE. In quantum mechanics, for example,

this physical constraint could be that the wave function¶ ψ should go to zero

far from the origin. Very often, taking advantage of these physical conditions,

makes it easier to solve the corresponding mathematical problem. To illuminate

this point, let us go over an example thoroughly.

Consider the differential equation

d2ψ

dx2
+ (3− x2)ψ = 0, (5.38)

and suppose that based on some physical assumptions, we are only interested

in those solutions ψ of this equation such that

lim
x→±∞

ψ(x) = 0. (5.39)

As we will see, if we don’t care about this constraint from the beginning and

try to solve this equation by the power series method first and try to impose

condition (5.39) on the solution afterwards, we will run into mathematical sub-

tleties. To see this very clear, let us assume that Equation (5.38) has a solution

of the form ψ =
∑+∞
n=0 anx

n. Hence, ψ′′ =
∑+∞
n=2 n(n− 1)anx

n−2. Substituting

these relations in Equation (5.38), one gets

+∞∑
n=2

n(n− 1)anx
n−2 +

+∞∑
n=0

3anx
n −

+∞∑
n=0

anx
n+2 = 0,

§Hermite equation plays a fundamental role when dealing with the harmonic oscillator
problem in quantum mechanics.
¶If you don’t know what a wave function is, don’t worry at this stage. Consider it just as

a mathematical function.
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or,

+∞∑
n=0

(n+ 1)(n+ 2)an+2x
n +

+∞∑
n=0

3anx
n −

+∞∑
n=2

an−2x
n = 0.

Writing down the first two terms in the first and second sum of the above

equation explicitly, we get[
2a2 + 6a3x+

+∞∑
n=2

(n+ 1)(n+ 2)an+2x
n

]

+

[
3a0 + 3a1x+

+∞∑
n=2

3anx
n

]
−

+∞∑
n=2

an−2x
n = 0,

or

(3a0 + 2a2) + 3(a1 + 2a2)x+

+∞∑
n=2

[(n+ 1)(n+ 2)an+2 + 3an − an−2]xn = 0,

which yields the following equations,

3a0 + 2a2 = 0, (5.40)

and

a1 + 2a3 = 0, (5.41)

and for all integers n ≥ 2,

(n+ 1)(n+ 2)an+2 + 3an − an−2 = 0. (5.42)

Although, in principle, Equations (5.40), (5.41), and (5.42) enable one to de-

termine all the coefficients an and, consequently, the solution ψ =
∑+∞
n=0 anx

n,

but finding a closed form for the solution using Equation (5.42) which relates

together three different terms of the sequence an would be difficult. Therefore,

it is not clear how one can apply the condition (5.39) on a solution that its

closed form is not known.

Now let us look at the asymptotic behavior of Equation (5.38) as x→ ±∞,

which is, of course, a standard technique in this kind of problems. In this case 3

would be negligible compared with x2 so this equation reduces, approximately,

to the equation in Example 5.5, which based on that example, has the solutions

ψ(x) = e±
x2

2 . (5.43)
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But now,

ψ′ = ±xe±
x2

2 ,

and

ψ′′ = x2e±
x2

2 ± e±
x2

2 .

Since for large x the second term of ψ′′ can be neglected compared with the first

one, it appears that ψ = e
x2

2 and ψ = e−
x2

2 are indeed “approximate solutions”

of Equation (5.38). The first of these should be discarded since it does not fulfill

the constraint Equation (5.39). It is therefore reasonable to suppose that the

exact solution of Equation (5.38) has the form

ψ(x) = y(x)e−
x2

2 . (5.44)

Therefore, the condition (5.39) reduces to the following condition

lim
x→±∞

y(x)e−
x2

2 = 0. (5.45)

Taking off the exponential part, we hope that the function y(x) has a simpler

functional form than ψ(x) itself. Consequently,

ψ′ = y′e−
x2

2 − xye−
x2

2

= (y′ − xy)e−
x2

2 , (5.46)

and

ψ′′ = (y′′ − y − xy′)e− x
2

2 − x(y′ − xy)e−
x2

2

= (y′′ − y − 2xy′ + x2y)e−
x2

2 . (5.47)

Plugging Equations (5.44) and (5.47) back into the Equation (5.38), yields

(y′′ − y − 2xy′ + x2y)e−
x2

2 + (3− x2)ye−
x2

2 = 0, (5.48)

or after dividing by e−
x2

2 and very little algebraic manipulation yields,

y′′ − 2xy′ + 2y = 0, (5.49)
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which is the Hermite’s Equation (5.30) corresponding to the odd integer p = 1.

Thus, using Equation (5.37), there exist two solutions,

y1(x) = x, (5.50)

and

y2(x) = 1−
+∞∑
n=1

2n
1.3.5 · · · (2n− 3)

(2n)!
x2n (5.51)

But

2n
1.3.5 · · · (2n− 3)

(2n)!
= 2n

1.3.5 · · · (2n− 3)

1.2.3.4.5 · · · .(2n− 3)(2n− 2)(2n− 1)(2n)

= 2n
1

[2.4.6 · · · (2n− 2)(2n)](2n− 1)

= 2n
1

2n(1.2.3 · · ·n)(2n− 1)

=
1

(2n− 1)n!
,

so

y2(x) = 1−
+∞∑
n=1

1

(2n− 1)n!
x2n. (5.52)

Apparently, the solution (5.50) fulfills the condition (5.45) so it is acceptable

and therefore, using Equation (5.44), an acceptable solution of Equation (5.38)

is

ψ(x) = xe−
x2

2 . (5.53)

On the other hand, we show that Equation (5.52) does not satisfy the condition

(5.45). Therefore, (5.53) is the only solution of Equation (5.38) which fulfills

the constraint (5.39). Our strategy is to show that

lim
x→±∞

y2(x)

e
x2

2

(5.54)
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cannot be zero. Consider the Taylor expansion of e
x2

2 ,

e
x2

2 =

+∞∑
n=0

(
x2

2

)n
n!

= 1 +

+∞∑
n=1

1

2nn!
x2n. (5.55)

But for all positive integers n,

1

(2n− 1)n!
>

1

2nn!
,

so (5.54) cannot be zero.

5.2 Partial Differential Equations

In this section I define what a partial differential equation is and by investigating

a typical example thoroughly, I try to illuminate the general aspects of the

method of separation of variables for solving this kind of equations.

Definition 5.14. An equation consisting of an unknown function with more

than one variable and its partial derivatives is called a partial differential equa-

tion or shortly PDE.

Example 5.14. The following equations are partial differential equations:

1.
∂2φ

∂t2
− 4

∂2φ

∂x2
= 0, (Wave Equation)

2. ih̄
∂Ψ

∂t
= − h̄2

2m
∇2Ψ + V (x, y, z, t)Ψ, (Schrödinger Equation)

where in the first one, the unknown function is φ which is a function of x

and t and in the second one the function we are looking for is Ψ and it is a

function of x, y, z, and t. i is the complex unit, h̄ is a positive constant which is

called Planck’s constant and ∇2 refers to the Laplacian operator in Cartesian

coordinates, that is ∇2 = ∂2

∂x2 + ∂2

∂y2 + ∂2

∂z2 . The first equation is of second order

in x and t and the second equation is of order one in t and it is of second order

in other variables.
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Example 5.15. Show that the function

u(x, t) =

√
π

t
e−

x2

4α2t

is a solution of the following equation

α2uxx = ut,

where uxx = ∂2u
∂x2 and ut = ∂u

∂t .

Solution.

ux = − 2x

4α2t

√
π

t
e−

x2

4α2t

= − 1

2α2t
xu,

so

uxx = − 1

2α2t
(u+ xux)

= − 1

2α2t

(
u− 1

2α2t
x2u

)
,

so

α2uxx =

(
x2

4α2t2
− 1

2t

)
u. (5.56)

On the other hand,

ut = − 1

2t

√
π

t
e−

x2

4α2t +

√
π

t

x2

4α2t2
e−

x2

4α2t ,

or

ut =

(
x2

4α2t2
− 1

2t

)
u. (5.57)

Now it suffices to compare both sides of Equations (5.56) and (5.57). 3

The only method that is used to solve a PDE in this course is the method of

separation of variables which now I am going to explain its general aspects by

looking at a typical example, namely, the vibrating string in full detail.

Example 5.16. A string of length L, with ends fixed at x = 0 and x = L,

is pulled upward at the middle so it reaches height h. What is the subsequent

motion of the string if it is released from the rest?
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Solution. Before starting to solve this problem, let us find the function which

represents the shape of the string at time t = 0. Note that if this string is

pulled upward at the middle to height h, with two ends being fixed at x = 0

and x = L, it forms a triangle with vertices at (0, 0), (L, 0), and (L/2, h). So

the initial shape of the string can be described by the function

f(x) =


2h

L
x, 0 ≤ x ≤ L

2

2h

L
(L− x),

L

2
≤ x ≤ L.

(5.58)

By Newton’s second law, one can see that the equation governing the motion of

such string for small vibrations is

∂2u(x, t)

∂x2
=

1

a2
∂2u(x, t)

∂t2
, (5.59)

where a is a constant depending on the the density and the tension on the string

and u(x, t) is the vertical displacement, at time t, of the point on the string that

is at distance x away from the first end point x = 0. But the problem imposes

some constraints on the solution u(x, t). The end points are fixed. This implies

u(0, t) = u(L, t) = 0, (5.60)

for all time t. As we saw, the initial shape of the string is described by the

function f(x), that is

u(x, 0) = f(x), (5.61)

for all x and since this string is released from the rest, the initial (vertical)

velocity of each particle of the string should be zero, that is

∂u

∂t
(x, 0) = 0, (5.62)

for any x. So our goal is to find a solution of Equation (5.59) which fulfills the

conditions (5.60), (5.61), and (5.62). But before that, there is one aspect of this

equation that is essential for what follows and worth mentioning.

This equation is a linear partial differential equation. One important conse-

quence of that which can be easily demonstrated by direct substitution is that

if u1(x, t) and u2(x, t) are solutions of this equation satisfying the boundary
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conditions (5.60) and the initial condition (5.62), and c1 and c2 are two arbi-

trary constants, the linear combination u(x, t) = c1u1(x, t) + c2u2(x, t) is also a

solution of this equation satisfying the same boundary and initial conditions.

Now we want to use the method of separation of variables to find the solution

of this equation§. That is, we assume that the solution u(x, t) can be written

as a product of a function X(x) of x alone and a function T (t) of t alone¶,

u(x, t) = X(x)T (t). (5.63)

Before going any further, let us take care of the boundary conditions (5.60)

and the initial condition (5.62) first‡. Using (5.60) in (5.63) we see that for all

instants of time t,

X(0)T (t) = 0,

and

X(L)T (t) = 0,

or consequently,

X(0) = X(L) = 0, (5.64)

and using (5.62) in (5.63) one finds out, for all x, that

X(x)
dT

dt
(0) = 0

or

T ′(0) = 0, (5.65)

where the prime on T represents its derivative with respect to t. Substituting

(5.63) for u(x, t) in Equation (5.59), one gets

T
d2X

dx2
=

1

a2
X

d2T

dt2
,

and after dividing both sides of this equation by XT ,

1

X

d2X

dx2
=

1

a2
1

T

d2T

dt2
. (5.66)

§Of course, u(x, t) = 0 is a solution of Equation (5.59), but apparently this solution does
not satisfy the initial condition u(x, 0) = f(x).
¶The validity of this assumption become clear at the end, when we have actually found

the solution!
‡Taking care of the initial condition (5.61) is mathematically more subtle and we consider

it at final steps of the solution.
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The left hand side of Equation (5.66) is a function only of x and its right hand

side is a function only of t. So this equality cannot hold unless both sides are

equal to a constant, since otherwise by keeping, say, t fixed and making a change

in x, in general the left hand side varies but the right hand side does not which

is absurd. Let us call this constant, µ§. Therefore a single partial differential

equation (5.59), reduces into two ordinary differential equations

1

X

d2X

dx2
= µ,

and

1

a2
1

T

d2T

dt2
= µ,

or

X ′′ − µX = 0, (5.67)

and

T ′′ − µa2T = 0, (5.68)

where prime on X stands for differentiation with respect to x and prime on T

represents differentiation with respect to t.

Now we want to know which values of µ give rise to an acceptable separable

solution u(x, t) = X(x)T (t) for Equation (5.59), that is, a separable solution

which satisfies the Equations (5.64) and (5.65)¶. We show that µ should be

a negative real number and, in fact, all negative values of µ correspond to an

acceptable separable solution. The reason is as follows. For µ = 0, the Equation

(5.65) reduces to

X ′′(x) = 0,

with the general solution

X(x) = c1x+ c2. (5.69)

But applying the Equations (5.64) on (5.69) yields c1 = c2 = 0 and therefore

X(x) = 0, or as a result, u(x, t) = 0 which is not acceptable. Thus, µ cannot

be zero.

§At this stage, we do not know anything about µ, except that it is a real number.
¶For the time being, do not concern about the the initial condition (5.62). As it will be

clear in a while, there exist no separable solution of Equation (5.59) which holds all boundary
and initial conditions simultaneously. We need a trick, Fourier trick, to overcome this problem.
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Now let us suppose that µ is a positive number. Then the characteristic

equation§ of the Equation (5.67), which is

r2 − µ = 0, (5.70)

has two real roots −√µ and +
√
µ, and according to Theorem (5.2), its general

solution is

X(x) = c1e+
√
µx + c2e−

√
µx. (5.71)

But for this solution, Equations (5.64) imply
c1 + c2 = 0

c1e+
√
µL + c2e−

√
µL = 0

. (5.72)

Solving this system of equations for c1 and c2, also yields c1 = c2 = 0 which is

again not acceptable for the same reason as before¶.

The only possibility left is to consider negative values for µ. In this case, the

characteristic Equation (5.70) has i
√
−µ and −i

√
−µ as its roots, so according

to Note 5.7, its general solution can be written as

X(x) = c1 cos(
√
−µx) + c2 sin(

√
−µx). (5.73)

Now we apply the boundary conditions (5.64) on this solution.

X(0) = 0→ c1 cos(
√
−µ0)+c2 sin(

√
−µ0) = 0→ c1 cos 0+c2 sin 0 = 0→ c1 = 0.

Therefore,

X(x) = c2 sin(
√
−µx), (5.74)

and now

X(L) = 0→ c2 sin(
√
−µL) = 0→ c2 = 0 or sin(

√
−µL) = 0.

But c2 cannot be zero, since otherwise from (5.74) one concludes X(x) = 0,

which is not acceptable as mentioned before. Thus,

sin(
√
−µL) = 0,

§Refer to Definition 5.9.
¶In these two cases, which an acceptable solution for X(x) does not exist, we do not bother

considering the other Equation (5.68), since, anyway, the acceptable solution does not exist
even if T (t) does.



CHAPTER 5. DIFFERENTIAL EQUATIONS 80

or √
−µL = nπ,

where n is an integer. Of course, since
√
−µL is a positive number, n should

be a positive integer. Hence, the only values of µ which may be§ acceptable are

µn’s such that

−µ2
nL

2 = n2π2,

or

µn = −n
2π2

L2
, n = 1, 2, 3, . . . . (5.75)

Plugging these values for µ in Equation (5.74), one gets

Xn(x) = c2 sin
(nπ
L
x
)
, (5.76)

as the acceptable solution of Equation (5.67) corresponding to µn. Equipped

with these values for µ we are ready to tackle the Equation (5.68). Let Tn be

the solution of Equation (5.68) associated with n, thus

T ′′n −
(
−n

2π2

L2

)
a2Tn = 0,

or

T ′′n +
n2π2a2

L2
Tn = 0. (5.77)

The characteristic equation of this equation is

r2 +
n2π2a2

L2
= 0,

which possesses two solutions

r = +i
nπa

L
, r = −i

nπa

L
.

Therefore, the general solution of this equation would be

Tn(t) = d1 cos
(nπa
L

t
)

+ d2 sin
(nπa
L

t
)
. (5.78)

§Actually, it turns out that all µn’s are acceptable, but at this stage it is not clear since we
have two other conditions that should be satisfied, and we have not taken them into account
yet. But one thing is for sure, µ cannot be any number except the ones given by Equation
(5.75).
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Now it is the time to take care of initial condition (5.65). First we need to

determine T ′n(t). That is

T ′n(t) = −d1
nπa

L
sin
(nπa
L

t
)

+ d2
nπa

L
cos
(nπa
L

t
)
,

and

T ′n(0) = d2
nπa

L
,

so T ′n(0) = 0 yields d2 = 0 and the solution (5.78) reduces to

Tn(t) = d1 cos
(nπa
L

t
)
. (5.79)

Thus we found infinite number of separable solutions

un(x, t) = Xn(x)Tn(t)

= c2d1 sin
(nπ
L
x
)

cos
(nπa
L

t
)
, (5.80)

which fulfill boundary and initial conditions (5.60) and (5.62), but for all of

these solutions we get

un(x, 0) = c2d1 sin
(nπ
L
x
)
,

and it is clear that it is not possible to choose constants c2 and d1 in such a way

that

c2d1 sin
(nπ
L
x
)

= f(x),

so that the last condition is also satisfied. It seems that we came to a dead end.
But wait, we found infinite number of separable solutions, one for each value of

n, and, most importantly, the given equation is a linear PDE. Hence, according

to the second paragraph on page 50, a linear combination

u(x, t) =

+∞∑
n=1

anun(x, t), (5.81)

or

u(x, t) =

+∞∑
n=1

anc2d1 sin
(nπ
L
x
)

cos
(nπa
L

t
)

(5.82)
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of these solutions is also a solution which automatically fulfills boundary and

initial conditions (5.60) and (5.62). Equation (5.82) can be written as

u(x, t) =

+∞∑
n=1

bn sin
(nπ
L
x
)

cos
(nπa
L

t
)
, (5.83)

where bn = anc2d1 are constants which should be determined. So Equation

(5.83), for any choices of coefficients bn, is a solution of Equation (5.59) which

satisfies boundary and initial conditions (5.60) and (5.62). Now we want to

determine the constants bn such that the last condition, i.e., condition (5.62) is

also fulfilled. Applying this condition to Equation (5.83), one gets

f(x) =

+∞∑
n=1

bn sin
(nπ
L
x
)
. (5.84)

This also seems hopeless. Since on the right hand side we have a function which

is odd, but on the other side we have f(x) which is not. To overcome this

problem, we define an odd periodic function F (x) of period 2L such that F (x)

coincides with f(x) in the interval [0, L]. This is called an odd extension § of

f(x). Now instead of Equation (5.84), consider¶

F (x) =

+∞∑
n=1

bn sin
(nπ
L
x
)
, (5.85)

or

F (x) =

+∞∑
n=1

bn sin

(
2nπ

2L
x

)
. (5.86)

Comparing this to series (3.15), it becomes clear that the left hand side of

Equation (5.86) is actually the Fourier expansion of the odd periodic function

F (x). So using the Equation (3.16),

bn =
4

2L

∫ 2L/2

0

F (x) sin

(
2nπ

2L
x

)
dx, (5.87)

§To be explicit

F (x) =

 f(x), 0 ≤ x ≤ L

−f(−x), −L ≤ x ≤ 0,

and it repeats itself out side the interval [−L,L]. But we do not need such complexities.
¶I will give a comment to justify the validity of using F (x) instead of f(x). So don’t worry,

just carry on.
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or

bn =
2

L

∫ L

0

F (x) sin
(nπ
L
x
)

dx

=
2

L

∫ L

0

f(x) sin
(nπ
L
x
)

dx, (5.88)

since F (x) = f(x) in the interval [0, L]. So

bn =
2

L

[∫ L/2

0

2h

L
x sin

(nπ
L
x
)

dx+

∫ L

L/2

2h

L
(L− x) sin

(nπ
L
x
)

dx

]

=
8h

π2n2
sin
(πn

2

)
where in both terms integration by parts is used and of course sin(nπ) = 0.

Now the comment which I promised in the last footnote. We wanted to find

bn’s such that Equation (5.84) is established, but we saw that it was not possible

and instead we found them in such a way that Equation (5.85) is fulfilled. But

note that according to Theorem 3.1 Equation (5.85) is valid where F (x) is

continuous, which in this case is the whole real line. Hence, this equation is also

valid on the interval [0, L] on which F (x) = f(x), justifying using the Equation

(5.85) instead of the Equation (5.84).

Therefore, plugging the values found for bn’s into Equation (5.83), we ulti-

mately find the desired solution for this problem:

u(x, t) =
8h

π2

+∞∑
n=1

1

n2
sin
(πn

2

)
sin
(nπ
L
x
)

cos
(nπa
L

t
)
. (5.89)

I hope that you are not shocked by seeing this infinite series as the solution of

this problem. Of course, we had this kind of solutions even back in ODE’s.

Before ending this section, I just want to mention that if you naively multiply

both sides of Equation (5.84) by sin
(
mπ
L x
)

where m is a positive integer and

integrate both sides from 0 to L, and use

∫ L

0

sin
(mπ
L
x
)

sin
(nπ
L
x
)

dx =
2

L
δmn,

where δmn is the Kronecker delta defined as

δmn =

{
1, m = n
0, m 6= n,
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you will get, for all positive integers m,

∫ L

0

f(x) sin
(mπ
L
x
)

dx =

+∞∑
n=1

2

L
bnδmn,

or

bm =
2

L

∫ L

0

f(x) sin
(mπ
L
x
)

dx

or by switching back to n

bn =
2

L

∫ L

0

f(x) sin
(nπ
L
x
)

dx.

This is the same equation for bn as in the Equation (5.88). But note that, for

the reason previously mentioned, Equation (5.84) cannot occur at all, although

the results are exactly the same. Anyway, if you are not that kind of person

who cares about mathematical precision, feel relaxed, you can always use this

shortcut. 3


